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In peer-to-peer (P2P) overlay networks, multimedia contents are in nature distributed to
peers by downloading and caching. Here, a peer which transmits a multimedia content
and a peer which receives the multimedia content are referred to as source and receiver
peers, respectively. A peer is realized in a process of a computer and there are mobile
and fixed types of computers. A peer on a mobile computer moves in the network.
Furthermore, a peer maybe realized as a mobile agent. Thus, not only receiver peers
but also source peers might move in the network. In this paper, we would like to discuss
how source peers deliver multimedia contents to receiver peers in a streaming model so
that enough quality of service (QoS) required is supported in change of QoS of network
and peer, possibly according to the movements of the peers. In this paper, we discuss
a multi-source streaming (MSS) protocol where a receiver peer can receive packets of
a multimedia content from multiple source peers which can support enough QoS. If a
current source peer is expected to support lower QoS than required, another source peer
takes over the source peer and starts sending packets of the multimedia content. The
receiver peer is required to receive packets of the multimedia content with enough QoS,
e.g. no packet loss even if the source peer is being switched with a new source peer. We
discuss how to switch source peers so as to support enough QoS to the moving receiver
peer. We evaluate the MSS protocol in terms of the fault ratio, i.e. how frequently the
receiver peer fails to receive packets with enough QoS and show the MSS protocol can
reduce the fault ratio.

Keywords: Mobile multimedia streaming, QoS, P2P-model, acquaintance

1 Introduction

Information systems are now shifted to the peer-to-peer (P2P) model [23, 24] from the tra-
ditional client-server model. A system is composed of peer processes (abbreviated peers)
interconnected in P2P overlay networks. Here, peers cannot only obtain multimedia service
from other peers but also peers holding multimedia contents can support other peers with
some types of objects like a part of the object. For example, a peer receives a part of a multi-
media movie from a peer holding the movie. Another peer obtains a degraded monochromatic
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version of a fully-colored movie. Thus, objects are in nature distributed to peers with various
ways like downloading and caching.

Peers are realized in types of computers including mobile devices like mobile phones and
car navigation systems [12, 22]. If a peer is on a mobile computer, the peer is moving in
the network. In addition, peers may be realized in mobile agents [13, 16]. Here, a peer itself
moves from a compute to another computer. Thus, some peer is moving in a network. QoS
(quality of service) supported by a peer and communication link among peers is dynamically
changing due to not only congestions and faults but also movements of peers.

Suppose there is a receiver peer pr which would like to listen to a music content c. A
receiver peer pr finds a source peer p1 which can support with the music content c in a
network by using types of discovery algorithms like types of flooding algorithms [17, 20] and
DHT (distributed hash table) algorithms [11, 15, 21]. The receiver peer pr starts receiving
packets of the music c from the detected source peer p1. The receiver peer pr or the source
peer p1 may be moving in the network. This means QoS of a multimedia content c which the
receiver peer pr receives from the source peer p1 is changing. If the receiver peer pr finds QoS
supported by the source peer p1 to be degraded, another source peer p2 is detected before
QoS obtained from the source peer p1 gets less qualified than required. The new source peer
p2 starts transmitting packets of the multimedia content c. The receiver peer pr has to receive
packets of the movie content with higher QoS than required even in a transition state where
the current source peer is being switched. The new source peer p2 has to be synchronized
with the current source peer p1 on what packets of the movie content c to send to the receiver
peer pr. In this paper, we discuss a protocol for multiple source peers to support a receiver
peer pr with a multimedia streaming service of enough QoS in change of QoS of network and
source peer and in presence of movements of the peers. A mobile receiver peer pr has to
obtain enough QoS anywhere in a network. Suppose a receiver peer pr is moving to some
location. The receiver peer pr has to find a source peer which can support enough QoS in
the location before arriving the location is difficult, may be impossible for a receiver peer pr

to collect enough information on where source peers which can support a multimedia content
of enough QoS are located in the network. In this paper, we take an acquaintance approach.
Each peer pr has acquaintance peers with which the peer pr can directly communicate. A
receiver peer pr asks its acquaintance peers near to the location to find a source peer. If a
source peer pi is detected, an acquaintance peer informs the receiver peer pr of the source peer
pi. The receiver peer pr asks the source peer pi to start sending packets of the multimedia
content when the receiver peer arrives at the location.

Another type of the multi-source steaming model is discussed in the paper [2]. A mul-
timedia content is divided into segments and each of the source peers sends a segment to a
receiver peer pr. A set of multiple source peers in parallel send segments to the receiver peer
pr. In addition, data in a multimedia content is redundantly distributed to segments so that
the receiver peer pr can receive every data in the multimedia content even if some number of
packets are lost and some number of the source peers are faulty. In this paper, we discuss a
model where one source peer sends packets of the multimedia content to a receiver peer at a
time but another source peer takes over the source peer if the source peer cannot provide the
receiver peer with enough QoS.

In the multi-source streaming model, a receiver peer pr detects another source peer and
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negotiates with the source peer before QoS supported by the current source peer is too
degraded. We evaluate the multi-source streaming model in terms of the fault ratio, i.e.
how frequently a moving receiver peer pr receives QoS which is lower than required. We show
the fault ratio can be reduced in the simulation.

In section 2, we discuss the system model. In section 3, we discuss a multi-source streaming
model. In section 4, we present how a mobile receiver peer finds a source peer with cooperation
of the acquaintance peers. In section 5, we discuss a protocol for supporting a receiver peer
with multimedia streaming service in presence of mobile peers. In section 6, we evaluate the
multi-source streaming model in terms of fault ratio compared with a single-source streaming
model.

2 System Model

2.1 Multimedia contents

In distributed multimedia services, a receiver peer pr just receives a multimedia content from a
source peer. A source peer sends a multimedia content c to a receiver peer pr if the source peer
could provide the receiver peer pr with the multimedia content c. There are downloading [5]
and streaming [6, 7, 10] types of multimedia services to deliver multimedia contents to users.
In the streaming service, it is critical for source peers to continuously deliver a multimedia
content to receiver peers in real time manner. The streaming service is now more significant
and economical than the downloading service.

Multimedia contents are distributed to peers with various ways. For example, suppose a
peer pi holds a fully-colored movie content c. Another peer pj obtains the movie content c by
downloading from the peer pi. Then, the peer pj obtains a full replica cj of the multimedia
content c as well as the peer pi. Another peer pk downloads the movie replica cj from the peer
pj by degrading QoS of the movie content c to the monochromatic version ck. The other peer
ph obtains only some scenes of the movie content c as the replica ch. A multimedia content
is hierarchically composed of objects as discussed in MPEG4 [1]. A multimedia content is
characterized in terms of part-of relations of multimedia objects and QoS of each object as
shown in Figure 1. If a replica ci has the same object structure and QoS as an original
multimedia content c, the replica ci is referred to as a full replica of the multimedia content
c. Otherwise, ci is a partial replica of the multimedia content c. There are further types of
partial replicas of a movie content. If a replica ci has only a part of the multimedia content c
like some scenes of a movie, ci is referred to as an structure-partial replica of the multimedia
content c. If the replica ci supports lower QoS than the multimedia content c, ci is a QoS-
partial replica of the content c. For example, a monochromatic replica cj is a QoS-partial
replica of a fully-colored movie content c. The replica cj is less qualified than the multimedia
content c although the replica cj has the same structure as the multimedia content c. Suppose
a movie content m is composed of a background object b, car object c, and person object p

as shown in Figure 1 a). Figure 1 b) and c) show structure-partial and QoS -partial replicas
m1 and m2 of the movie content m, respectively. The structure-partial replica m1 contains
the background of object b1 and car object c1 but no person object p. On the other hand,
the QoS-partial replica m2 includes all the objects b2, c2, and p2 but QoS of the background
object b2 is degraded and QoS of the person object p2 is also degraded.
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background

a) Content m.

b) structure-partial replica. c) QoS partial replica.
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: fully qualified object. : less qualified object.

Fig. 1. Types of replicas.

2.2 Movement of peer

A system is composed of two hierarchal layers, physical and overlay layers. The physical
layer shows an underlying network which is composed of nodes interconnected in wired and
wireless links. A node is a computer which is at a fixed location or is mobile. A mobile
node communicates with another node in a wireless network [8]. We assume every node can
communicate with every other node by using communication protocols like mobile IP [8] even
if nodes are moving. However, the communication link between a pair of nodes may not
necessarily support enough and invariant QoS due to congestions and faults. The overlay
layer indicates an overlay network on the physical layer, which is logically composed of peer
processes (peers) interconnected in logical communication links. A peer pi is realized as a
process in a node Ds. The node Ds is referred to as supporting node of the peer pi.

If the supporting node of a peer is moving in the underlying network, the peer is referred
to as move. In another point, a peer itself is moving around nodes in a network if the peer
is realized in a mobile agent [13, 16]. Thus, there are two types of mobile peers; indirectly
mobile peer which is supporting node moves and directly mobile peer which itself moves
around nodes. A mobile peer can manipulate a multimedia content in a supporting node.
QoS supported by a mobile peer depends on the supporting node. We assume that every pair
of peers can communicate with one another in types of networks. Here, even a directly mobile
peer can make a communication link with any peer anytime and anywhere. For example, if a
supporting node of a peer pi is moving and is getting farther from the access point in mobile
network, the peer may lose some packets due to noise. Thus, QoS obtained by the peer may
change due to not only congestions and faults in the underlying network but also movements
of peers. In this paper, we model the movement of a peer to mean the change of QoS.

2.3 Quality of service (QoS)

It is critical to discuss how much qualified multimedia content a receiver peer can obtain
from a source peer in a network. QoS in the underlying network is shown by parameters,
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Fig. 2. Overlay and physical layers.

bandwidth, delay, and packet loss ratio [4, 3]. At the overlay layer, QoS means application
level QoS of the multimedia content whose parameters are frame rate, resolution, number
of colors, quality of sound, and so on depending on types of multimedia contents. A QoS
instance is thus denoted by application level QoS parameters 〈q1, . . . , qm〉. Thus, each QoS
instance is in a multi-dimensional form. Hence, QoS instances are partially ordered. In this
paper, we assume that for every pair of QoS instances Q1 and Q2, we can decide which one
is higher than or equal to the other for simplicity. Here, “Q1 > Q2” means that Q1 is higher
than Q2 and “Q1 = Q2” indicates that Q1 and Q2 are equivalent. Q1 ≥ Q2 means Q1 > Q2

or Q1 = Q2.
Let QCic be quality of content (QoC ), which is QoS of a multimedia content c which a

source peer pi holds. Suppose a peer pi holds a multimedia content c with QoS QCic. Even if
the multimedia content c itself supports higher QoS, enough QoS cannot be obtained from the
peer pi if the peer pi is overloaded. Let QPi indicate the peer QoS of a peer pi. Even if a peer pi

holds a high quality multimedia content c, another peer cannot take enough QoS if the peer pi

itself is overloaded. Let QPCic be QoS with which the multimedia content c can be obtained
at a peer pi. Here, QPCic is a minimum one of QCic and QPi QPCic = min(QCic, QPi). Let
QNij show QoS of a network link between a pair of peers pi and pj . If the link is congested,
QNij is degraded. Even if QPCic is enough QoS, another peer pj cannot obtain enough QoS
if the network does not support enough QoS. The peer pj finally obtains the service QoS Qijc

of the content c from the peer pi through the network. The server QoS Qijc is given to be
min(QNij , QPCic).

In this paper, we assume the peer QoS QPi of a peer pi and the multimedia content QoS
QCic of a multimedia content c are invariant for simplicity even if the supporting node of the
peer pi is moving in the underlaying network. Here, only the network QoS QNij among a
pair of peers pi and pj changes. On the other hand, the peer QoS QPi of a directly mobile
source peer pi depends on which node supports the peer pi. Here, not only QNij but also
QPi and QCic are changing.

3 A Multi-Source Streaming (MSS) Model

Let pr be a receiver peer and pc
i be a source peer which holds a replica ci of a multimedia

content c (i = 1, . . . , mr, mr ≥ 1). Some content replica ci may be a full replica of the
multimedia content c. Another replica cj may be only a part of the content c, i.e. structure-
partial replica. The other replica ck may include all the objects of the multimedia content c
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but may be less qualified, i.e. QoS-partial replica. Thus, a source peer pc
i may have a type of

replica of a multimedia content c.
The receiver peer pr first finds source peers of a target multimedia content c from which

the receiver peer pr can obtain enough QoS. Let RQrc be the minimum QoS of a multimedia
content c required by the receiver peer pr. Let SPrc be a set of source peers which support a
multimedia content c of higher service QoS than RQrc, i.e. SPrc = {pc

i | Qirc ≥ RQrc}. Here,
let SPrc be a set {pc

1, · · · , pc
mr

} (mr ≥ 1) of source peers as shown in Figure 3. Suppose the
receiver peer pr takes a source peer pc

i in the source peers set SPrc and receives the multimedia
content c from the source peer pc

i . Here, the source peer pc
i is referred to as current source

cp1

c
ip

rp

c
jp

rmp
rmc

rcmr
Q

1

2

Receiver peer

Source peers

jrcQ

ircQ

rcQ1

jc

ic

1c
rcsp …
…

…
switch

Fig. 3. Multi-source streaming model.

peer of the receiver peer pr, which is now supporting the content replica ci to the receiver
peer pr. The current source peer pc

i starts transmitting packets of the multimedia content
c to the receiver peer pr. If a source peer pc

i may move in a network as well as a receiver
peer pr, the content QoS Qirc which the receiver peer pr obtains from the source peer pc

i

changes depending on QoC of the supporting node. If Qirc < RQrc, the receiver peer pr

cannot obtain enough QoS from the source peer pc
i even if the receiver peer pr receives the

multimedia content c. Hence, the current source peer pc
i has to be switched with another

source peer pc
j which can support enough QoS to the receiver peer pr, i.e. Qrjc ≥ RQrc.

Thus, one of source peers pc
1, · · · , pc

mr
(m ≥ 1) necessarily supports the receiver peer pr with

the streaming service of the multimedia content c of enough QoS while current source peers
are switched.

A multimedia content c sent by a source peer pc
i at the overlay layer is transmitted in a

sequence of bits which are in fact carried by packets in a network at the physical layer. Let
BSic show a bit sequence of a replica ci which a source peer pc

i transmits to the receiver pr.
We assume that every source peer pc

i translates a multimedia content c to a bit sequence BSic

in the same algorithm. Here, if a pair of content replicas ci and cj of the multimedia content
c are the same, a pair of the source peers pc

i and pc
j send the same bit sequences, BSic = BSjc

to the receiver peer pr in the network. Otherwise, a pair of the source peers pc
i and pc

j send
different bit sequences, BSic �= BSjc.

Let |BSic| be the total bit length of the bit sequence BSic. BTic indicates the total time
to play the multimedia content c obtained from the bit sequence BSic. Here, BTic = BTjc if
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a pair of the content replicas ci and cj are in the same structure and support the same QoS.
Let BRic show the bit rate of the content replica ci, BRic = |BSic|/BTic. Let BSic|τ1

τ2
be a

subsequence of the bit sequences BSic to be played from time τ1 to τ2 as shown in Figure
4. In our steaming model, a current source peer pc

i is taken over by another source peer pc
j

1BS

BSic

0 1 2

time

1

2
icBS

Fig. 4. Bit sequence of a content.

if the current source peer pc
i could not support the receiver peer pr with enough QoS, i.e.

Qirc < RQrc. Suppose a source peer pc
i starts transmitting a bit sequence BSic at time τ0.

At time τ1, another source peer pc
j takes over the current source peer pc

i . Let BS1
ic be a

subsequence BSic|τ0
τ1

of the bit sequence BSic. The other source peer pc
k takes over the source

peer pc
j at time τ2 as shown in Figure 5. Let BS2

jc and BS2
kc show the bit sequences BSjc|τ1

τ2

and BSkc|τ2
τ3

, respectively. Suppose the source peers pc
i , pc

j , and pc
k holds QoS-partial content

replicas ci, cj and ck with different QoS instances Qirc, Qjrc, and Qkrc to the receiver peer
pr, respectively. Suppose the network bandwidth QNir between a pair of the peers pr and

0 1 2 time

c
ip1

ic
BS

p cp2BSrp jp
jc

BS

c
kp3

k
BS kp

kc

: transmission of a content replica : jitter delay

Fig. 5. Multi-source streaming.

pc
i and QNkr between a pair of the peers pr and pc

k are so high that a fully colored movie
can be transmitted to the receiver peer pr. However, the network QoS QNjr between a pair
of peers pr and pc

j is too slow from the source peer pc
j to transmit the fully colored movie to

the receiver peer pr. The source peer pc
j can transmit only a monochromatic version c1 of the

fully colored movie content c. At the receiver peer pr, the movie content c should be played
without losing frames even if the QoS-partial replica c1 is not fully colored.

As shown in Figure 5, the receiver peer pr receives a bit subsequence BS1
ic from one source

peer pc
i . Then, the receiver peer pr receives the bit sequence BS2

jc from another source peer
pc

j . The bit sequences BS1
ic and BS2

jc have to be received by the receiver peer pr in a seamless
manner. We have to synchronize the bit sequence BS1

ic with the bit sequence BS2
jc. Since it

takes time to synchronize the bit sequences, i.e. jitter delay, the source peer pc
i sends the bit

sequence BSic for a longer time than τ1−τ0, i.e. BSic|τ0
τ1+δ. The source peer pc

j starts sending
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the bit sequence BSjc earlier than time τ1. That is, the source peer pc
j sends a bit subsequence

BSjc|τ1−δ
τ2+δ from the time τ1 − δ to τ2 + δ. The receiver peer pr receives redundantly bits of

the multimedia content c in the bit subsequences BSic|τ1−δ
τ1

and BSjc|τ1
τ1+δ from the both

the source peers pc
i and pc

j. The duration from time τ1 − δ to time τ1 + δ is referred to as
overlapping time of the source peers pc

i and pc
j . In the overlapping time, the source peer pc

j

has to synchronize the transmission of the multimedia content c with the current source peer
pc

i so that the receiver peer pr can receive the content c with required QoS.

4 An Acquaintance-based Model for a Mobile Receiver Peer

4.1 Acquaintance peers

Suppose a receiver peer pr is moving in the network while receiving packets of a multimedia
content c from the current source peer pc

i . It takes time for the receiver peer pr to detect
another source peer pc

j and to start receiving packets of the content c from the source peer
pc

j . The receiver peer pr has acquaintance peers [18, 19] with which the receiver peer pr can
directly communicate. First, the receiver peer pr asks acquaintance peers which know about
the service QoS of a target source peer. The acquaintance peers are nearer to a target node
to which the receiver peer pr is planing to move. Let Ai be a set of acquaintance peers of a
peer pi.

For each acquaintance peer pj in the acquaintance set Ai, the peer pi holds acquaintance
information 〈pj , QPj , QNij , QCjc, time〉 where QPj, QNij , and QCjc indicate the peer QoS
of pj , network QoS between pi and pj , and content QoS of cjc, respectively and time shows
when the acquaintance peer pj obtains the information. Here, QCjc = “-” if the acquaintance
peer pj does not hold a multimedia content c. A pair of peers exchange its acquaintance
information with one another. A peer pi sends an inquiry message to the acquaintance
peer pj . On receipt of the inquiry message, the acquaintance peer pj sends an acquaintance
information 〈pk, QPk, QNk, QCkc, t〉 of its acquaintance peer pk to the peer pi. On receipt
of the acquaintance information of pk from the peer pj , the peer pi stores the information
〈pk, QPk, QNik, QCkc, t

′〉 in its database DBi where t′ = max(t, current time of pi) and
QNik = min(QNij+QNk , current QNik). Here, the peer pj gets an acquaintance of the peer
pi. If the peer pk is already an acquaintance of the peer pi, the peer pi updates the information
of the peer pk with the acquaintance information 〈pk, QPk, QNik, QCkc, t

′〉 if t > t′ where t′

is current time. Since the memory size of the database DBi is limited, obsolete acquaintance
information have to be thrown away to make a space to store new acquaintance information.
Here, the oldest acquaintance information is removed in the database DBi. Let DBci be a
set of acquaintance information of a multimedia content c in the database DBi.

Each peer pi obtains the network QoS QNij with an acquaintance peer pj, for example, by
periodically sending PING messages [9] to the acquaintance peer pj . Each peer pi is assumed
to be able to obtain information on the peer QoS QPi.

The receiver peer pr selects a source peer pc
i by using the acquaintance information in the

database DBi as follows:
[Source peer selection]

1. Source peers of the multimedia content c whose service QoS is greater than the require-
ment QoS RQrc are found in the database DBci, i.e. SPrc = {pc

i | 〈pc
i , QPi, QNri, QCic,
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ti〉 in the database DBi where QCic �= “-”, and Qirc = min(QPi, QNrc, QCic) ≥
RQrc}.

2. If |SPrc| ≥ 2, a source peer pc
i where time ti is the largest in SPrc is taken as a current

source peer.

ip

rp

jptD

ha

: receiver peer pr.

ka

: source peer.

: acquaintance of pr.

: receiver peer pr.

la uD

: movement of receiver peer pr.

: transmission of the content.

Fig. 6. Acquaintance peers.

In Figure 6, a moving receiver peer pr on a node Dt is receiving packets of a multimedia
content c from a source peer pc

i . Suppose the receiver peer pr would like to move to a node
Du. The receiver peer pr finds an acquaintance peer ak in the acquaintance set Ak which is
nearer to the destination node Du. The receiver peer pr asks the acquaintance peer ak to
find a source peer pc

j which can support the streaming service to the receiver peer pr which
satisfies the required QoS RQrc. Then, the receiver peer pr asks the source peer pc

j to send
packets of the multimedia content c to the node Du when the receiver peer pr arrives at the
node Du. As written in the example, a moving receiver peer has to receive the multimedia
content c with enough QoS anywhere in the network. If the receiver peer pr knows a location
where to go, source peers which can support the multimedia content c with enough QoS at
the location have to be found.

Suppose a receiver peer pr is moving and has a route RTr by which the receiver peer pr

moves in the network. The route RTr is realized in a sequence of wireless communication
cells.
[Source peer detection]

1. The receiver peer pr sends the route RTr to its acquaintance peers in the acquaintance
set Ar.

2. On receipt of the route RTr from the receiver peer pr, an acquaintance peer at of the
receiver peer pr looks for cells in the route RTr.

3. If the acquaintance peer at is in a cell d of the route RTr, the acquaintance peer at

finds a source peer pc
i by using the source peer selection algorithm presented here. The

source peer pc
i can support a receiver peer with the multimedia content c of enough QoS

if the receiver peer is in the cell d.
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4. The acquaintance peer at sends a source peer information 〈d, pc
i , QPi, QNit, QCic, τi〉

to the receiver peer pr. The receiver peer pr collects the information 〈d, pc
i , QPi, QNit,

QCic, τi〉 for each cell in the route RTr. If there are multiple information 〈d, pc
i , QPi,

QNit, QCic, τi〉 and 〈d, pc
j , QPj , QNiu, QCjc, τj〉 for a cell d, the source peer pc

j is
taken if Qtic > Qujc.

5. The receiver peer pr estimates time ta when the receiver peer pr will arrive at the cell
d. The receiver peer pr sends a content request to the source peer pc

i in some time units
before the estimated arrival time std. The receiver peer pr sends a content request to
the source peer pc

i before moving to the cell d.

6. On receipt of the content request from the receiver peer pr, the source peer pc
i sends an

ACK message to the receiver peer pr if the source peer pc
i could support the receiver

peer pr with the multimedia content c. Otherwise, the source peer pc
i sends a NAK

message to the receiver peer pr.

5 Data Transmission Procedures

5.1 Receiver-source communications

A receiver peer pr finds a source peer pc
i which can support the receiver peer pr with the

streaming service of a multimedia content c with enough QoS, i.e. Qirc ≥ RQrc. While
receiving packets of the multimedia content c from the current source peer pc

i , the receiver
peer pr monitors the current QoS Qic and the network QoS QNir supported by the source
peer pc

i and the network, respectively. Then, the receiver peer pr obtains service QoS Qirc =
min(Qic, QNir) of the source peer pc

i . If the service QoS Qirc is expected to get degraded to
be lower than the required QoS RQrc, the receiver peer pr finds another source peer pc

j which
can support enough service QoS Qjrc, i.e. Qjrc ≥ RQrc.

We discuss how to coordinate a receiver peer pr and multiple source peers SPr = {pc
1, . . . ,

pc
mr

} (mr ≥ 1) so that the receiver peer pr can receive packets of a multimedia content c from
one of the source peers. First, the receiver peer pr finds source peers pc

1 , . . . , pc
mr

which
support the multimedia content c in a P2P overlay network by using some P2P discovery
algorithm [14, 20]. The receiver peer pr selects one source peer, say pc

i whose service QoS
Qirc satisfies the application requirement QoS RQrc, Qirc ≥ RQrc. Then, the receiver peer
pr sends a content request Creq to the source peer pc

i . The content request Creq includes
parameters 〈τ, RQCic, RQrc〉 where RQCic is the required QoC of the multimedia content c

and RQrc is the service QoS which the receiver peer pr would like to receive from the source
peer pc

i . τ shows from what bit in the bit sequence BSic the source peer pc
i should send. Here,

τ = 0, i.e. the source peer pc
i sends bits from the first bit of BSic. If the source peer pc

i agrees
on serving the multimedia content c to the receiver peer pr, the source peer pc

i sends an ACK
message with the peer QoS QPi and the content QoS QCic to the receiver peer pr. Then,
the receiver peer pr calculates the service QoS Qirc from QPi, QCic, and QNir and sends a
Start message with start time τs and end time τe to the source peer pc

i . Then, the source
peer pc

i starts transmitting packets of the multimedia content c. τs is grate τ − δ as discussed
in the preceding section. Here, τs is 0 and τe is time from the beginning to the end of the
multimedia content. The receiver peer pr starts receiving packets from the current source
peer pc

i . If the source peer pc
i sends every packet of the multimedia content c required, i.e.
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Fig. 7. Receiver source communication.

from time τs to τe, the source peer pc
i sends an end-of-content (EoC) message to the receiver

peer pr. Then, the receiver peer pr sends a disconnect request to the source peer pc
i .

During the transmission of packets from a source peer pc
i , the service QoS Qirc might

be degraded, e.g. due to the movement of the receiver peer pr. First, suppose the receiver
peer pr finds the degradation of the service QoS from the source peer pc

i . The receiver peer
pr calculates the service QoS Qirc each time the receiver peer pr receives a packet from
the source peer pc

i . Even if Qirc ≥ RQrc, a source peer pc
i is suspicious if Qirc ≤ TRQri.

TRQri = α ∗ RQrc where α(≥ 1) is a constant. If the source peer pc
i is suspicious for some

time units, the source peer pc
i is dangerous. If Qirc < RQrc, the source peer pc

i is faulty. If
a current source peer pc

i gets dangerous, the receiver peer pr finds another source peer pc
j . It

takes time T to switch a source peer since the receiver peer has to find another source peer
pc

j and do negotiation with the source peer pc
j . At each time t, the receiver peer pr estimates

breaking time btt when the receiver peer pr could not receive enough QoS from the current
source peer pc

i if the QoS Qirc supported from the source peer pc
i is being degraded. Hence,

the condition |btt − t| > T is required to be satisfied. Otherwise, the current source peer is
switched with another source peer without obtaining enough QoS. Here, let Qirc(t) show QoS
Qirc which is supported by a source peer pc

i at time t. The threshold value TRQri is obtained
as follows:

TRQri = Qirc(t1), t1 > t, and (btt − t1) ≥ T.

Next, if the source peer pc
i could not support the receiver peer pr with enough QoS, the

source peer pc
i sends a retire message to the receiver peer pr. On receipt of the retire message,

the receiver peer pr tries to find another source peer. If the receiver peer pr finds another
peer pc

j and the source peer pc
j starts sending packets, the receiver peer pr sends a disconnect

request to the source peer pc
i .

5.2 Receiver peers

Suppose that a receiver peer pr is receiving packets of a multimedia content c from a current
source peer pc

i . Both the receiver peer pr and the source peer pc
i monitor the service QoS
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Fig. 8. Breaking time.

Qirc obtained from the source peer pc
i through the network and QoS QPCic which the source

peer pc
i is supporting, respectively. Suppose the receiver peer pr detects that QoS supported

by the source peer pc
i is expected to be under the required QoS (Qirc < RQrc) some time

units τ later. Let δri be delay time between the receiver peer pr and the source peer pc
i . τ

has to be longer than 2 ∗ δri. In fact, if the some QoS Qirc gets smaller than some QoS value
TQr, the receiver peer pr considers the source peer pc

i to be suspicious. If the source peer
pc

i is suspicious for λ time units, the receiver peer pr starts finding another source peer pc
k.

Here, the receiver peer pr finds another source peer pc
k of the multimedia content c and sends

a change request to the source peer pc
k. On receipt of the change request, the source peer pc

k

sends an ACK message to the receiver peer pr if the source peer pc
k could send the multimedia

content c where RQrc ≤ Qkc. Then, the receiver peer pr sends a Start request to the source
peer pc

k. Here we assume that every source peer pc
k has a full replica ck of a content c for

simplicity. That is, BSic = BSjc for every pair of source peers pc
i and pc

k.
A multimedia content c is realized as a sequence P (c) of packets, pk1, · · · , pkq(q ≥ 1)

to be transmitted in the network. Each packet carries a subsequence of the bit sequence
BS. Each packet pk is identified in the packet sequence number pk.seq. Here, pkx.seq = x.
In the receiver peer pr, a variable REQ shows the sequence number seq of a packet of the
multimedia content c which the receiver peer pr has most recently received from a source peer
pc

i . The receiver peer pr sends a Start request with sequence number REQ to the source peer
pc

k. On receipt of the Start request, the source peer pc
k calculates the delay time δrk to the

receiver peer pr and the minimum transmission rate minTRrk which is decided by QoS of
the multimedia content c. Then, the sequence number seq of a packet which the source peer
pc

k starts transmitting is calculated as seq = REQ + minTRrk ∗ δrk. Then, the source peer
pc

k starts transmitting packets from a packet pkseq as shown in Figure 9. The receiver peer pr

receives packets from the source peer pc
k while receiving packets from the current source peer

pc
i :

On entering a suspicious state, {
count = 0;
SREQ = REQ;
pc

k = Find-New-Source (c); /* find another source peer */
SEQ = REQ+minTRrk∗δrk; /* sequence number of packets which starts transmitting

to pc
k */

send start to pc
k;
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}
On receipt of a packet pk from pc

k, {
if current �= pc

k, {
if REQ > pk.seq,

discard pk; /* packet pk is discard */
else if REQ = pk.seq, {

receive pk;
REQ = REQ + 1;
count = count + 1;
/* change the source peer to pc

k and stop pc
i ; */

if REQ − SREQ > minPN and count/(REQ − SREQ) ≥ 0.9 {
send disconnect to current ;
current = pc

k;
}

}
else discard pk; /* REQ �= pk.seq */

}
}
else /* current = pc

k */
if REQ = pk.seq, {

receive pk;
REQ = REQ + 1; }

else if REQ < pk.seq {
REQ = pk.seq + 1;
discard pk; }

else /* REQ > pk.seq */
discard pk;

}
Here, minPN shows the number of packets. After receiving the number minPN of packets

since sending a Start message to the source peer pc
k if the receiver peer pr receives packets in

order from the source peer pc
k, the receiver peer pr changes the current source peer with the

source peer pc
k.

5.3 Source peers

If the receiver peer pr decides on changing the current source peer, the receiver peer pr sends
a Disconnect request to the current source peer pc

i . On receipt of the Disconnect request
from the receiver peer pr, the source peer pc

i stops transmitting packets to the receiver peer
pr in the following procedures:
[Receiver peer pr]

pr finds another source peer pc
i ;

pr sends a Content request Creq with QCic and RQrc to pc
i ;

On receipt of an ACK message from pc
i , {

current = pc
i ; /* current server is pc

i */
REQ = 1;
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Fig. 9. Switch of source peer.

send a Start message to pc
i ;

}
On receipt of a NACK message from pc

i , {
find another source peer;
go to the beginning of this procedure;

}

A source peer pc
i behaves on receipt of request from the receiver peer pr as follows:

[Source peer pc
i ]

On receipt of a Content request Creq with QoS information QCic and RQrc from a
receiver peer pr, {

if QPCic > RQrc, {
send ACK to pr;
SEQ = 0;}

else send NACK to pr;
}
On receipt of a Start request from pr, {

stop = false;
while (∼ stop) {

SEQ = SEQ + 1;
send a packet pktSEQ to pr;

}
}
On receipt of a Disconnect request from pr, {

stop = true; /* stop sending packets to pr; */
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}

The current source peer pc
i detects that pc

i is expected not to support the receiver peer pr

with enough QoS Qic(≥ RQrc). Here, the source peer pc
i finds another source peer pc

k which
can support the receiver peer pr with the multimedia content c of enough QoS. Then, the
source peer pc

i sends a content request of the multimedia content c to the source peer pc
k. If

the source peer pc
k agrees on sending the multimedia content c, the current source peer pc

i

sends a source-change request to the receiver peer pr. On receipt of the source-change request
from the source peer pc

i , the receiver peer pr sends a Start request with the sequence number
seq to the source peer pc

k as discussed here. Thus, not only the receiver peer pr but also the
current source peer pc

i monitor QoS of the content c. If the service QoS Qirc is expected to
be too degraded to satisfy the requested QoS RQrc, the receiver peer pr or the source peer
pc

i tries to find another source peer pc
k. Finally, the receiver peer pr sends a Start request to

a source peer pc
k which takes over the current source peer pc

i .
By using the protocol, a receiver peer pr can receive a sequence of packets of the multimedia

content c with required QoS even if the receiver peer pr or source peer is moving. The receiver
peer pr changes a source peer pc

i with another source peer pc
k which can send packets of the

multimedia content c with required QoS if the source peer pc
i could not support enough QoS.

6 Evaluation

In the evaluation, there is an area A where there are a moving receiver peer pr and fixed
source peers pc

1, · · · , pc
n (n ≥ 1) of a multimedia content c which are interconnected in wireless

channels. The source peers pc
1, · · · , pc

n are uniformly distributed in an area A where the receiver
peer pr arbitrarily moves. Here, we make the following assumptions on the evaluation:

pr

m1

m2 25 [units]

: source peer.
: 25 units.

: receiver peer.

Fig. 10. Mesh.

1. Totally 25 source peers are uniformly deployed in a 100×100 [units] mesh area as shown
in Figure 10. The mesh interval is 25 [unit].

2. The receiver peer pr moves with the velocity vr [unit/sec] in one direction to a location
〈x, y〉 for one time unit and then randomly changes the direction to a location 〈x +
vrsinθ, y + vrcosθ〉, where the angle θ is randomly calculated. One unit time shows
10[msec.] in the evaluation.
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3. The bandwidth between the receiver peer pr and a source peer pc
i is considered as the

service QoS Qirc. The bandwidth Qirc depends on the distance dir between the receiver
peer pr and the source peer pc

i . The maximum bandwidth is assumed to be 1.0 which
the receiver peer pr can obtain if pr exists on the same location as a source peer pc

i .
The minimum bandwidth is 0.

4. The required bandwidth RBW is 0.56. TRQri = 0.6+0.4 ·RBW = 0.824 and SRQri =
0.3 + 0.7 · RBW = 0.692. BW (d) shows the bandwidth which a receiver peer pr can
receive at distance d from a source peer. BW (d) = 1 for 0 ≤ d ≤ m1. m2 is randomly
selected from m1 to 2m1. For m1 < d ≤ m2, BW (d) is −0.95

(m1−2m1)2 m2
2 + 1.9m1

(m1−2m1)2
m2 −

0.95m2
1

(m1−2m1)2
+ 1 . BW (d) is approaching to 0 from 0.05 for d > m2.

1

Bandwidth

m1 m2

0.05

Fig. 11. Graph of bandwidth.

The larger m1 is, with the stronger radio a source peer sends messages to the receiver peer
pr. The assumptions mean that one unit shows 10[m]. If a receiver peer shows a person who
is walking with 4[km/h], the velocity vr = 0.011[units/sec.]. The velocity vr is 0.055 for a
bicycle with velocity 20 [km/h]. vr = 0.222 for a car with velocity 80 [km/h] and 0.277 for
100 [km/h], respectively. In our multi-source streaming (MSS) model, a current source peer
pc

i transits to a suspicious state in a receiver peer pr if the bandwidth Qirc decreases. Here,
the receiver peer pr finds another source peer which can support enough QoS by using some
detection algorithms. If a source peer pc

j is found, the receiver peer pr negotiates with the
source peer pc

j . Then, the source peer pc
j starts sending packets of the multimedia content c

to the receiver peer pr if the current source peer pc
i would not support enough QoS. On the

other hand, in the traditional (T) model, the receiver peer pr starts finding another source
peer if QoS supported by the current source peer is degraded. Since it takes time to find
another source peer and negotiate with the source peer, the receiver peer pr may not receive
enough QoS. If a receiver peer pr does not receive enough QoS, the receiver peer pr is referred
to as faulty. Figure 12 shows the average fault ratios of the multi-source streaming (MSS)
model and the traditional (T) model that the receiver peer pr is in the faulty state for m1 for
vr = 0.011. As shown in Figure 12, the MSS model implies less fault ratio than the T model.
For example, the fault ratio of the MSS model is 40.21% while 72.28% in the T model for
m1 = 9. The fault ratio of the MSS model is only 55% of the T model. Figure 13 shows the
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fault ratio for the velocity vr = 0.138, i.e. a car velocity of 50 [km/h].
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Fig. 12. Fault ratio (vr = 0.011).
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Fig. 13. Fault ratio (vr = 0.138).

Figures 14 and 15 show how the fault ratio changes with the change of the velocity vr for
the MSS and T models. In the T model, the faster the receiver peer pr is, the more greatly the
fault ratio is increased. The MSS model supports more reliable communication, i.e. smaller
fault ratio than the T model.
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Fig. 14. Fault ratio in the MSS model.
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Fig. 15. Fault ratio in the T model.

7 Concluding Remarks

In this paper, we discussed how to support a mobile receiver peer with enough QoS of the
multimedia steaming service by cooperation of multiple source peers. We proposed a type of
multi-source streaming (MSS) model where a receiver peer can receive packets of a multimedia
content c with enough QoS from one of multiple source peers. Not only a receiver peer but
also source peer is moving in a network. Here, QoS supported by the source peer is changing
according to the movement of the receiver peer and source peer. In this paper, the receiver
peer switches a source peer with another source peer if the source peer might not support
enough QoS. In the MSS model, the receiver peer detects another source peer which can
support the multimedia content c of enough QoS with help of the acquaintance peers. In
Furthermore, the receiver peer negotiates with the detected source peer before the current
source peer will not be able to support the receiver peer with the multimedia content c of
enough QoS.

We evaluated the MSS model compared with the traditional (T) model in terms of the
fault ratio, i.e. how often a receiver peer receives packets with lower QoS than required. In
the evaluation, we showed the MSS model implies about 55% smaller fault ratio than the T
model.
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