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The 3GPP IP Multimedia Subsystem (IMS) is currently expected to provide the basic architecture frame-
work for the Next Generation Network which will bridge the traditional divide between circuit-switched 
and packet-switched networks and consolidate both sides into one single network for all services. There-
fore, the imminent commercial roll-out of IMS will have immense impact both for the migration of the 
core network as well as the integration of future mobile services and applications. This paper presents an 
OpenSER-based experimental testbed which has been designed as a minimal standard-compliant IMS core 
network. We discuss major practical requirements and describe our implementation of this “IMS in a bot-
tle” approach. Furthermore, we introduce a terminal-based native IMS location service enabler. We argue 
that physical location data can be regarded as a type of presence information and propose an architecture 
which reuses a large part of the IMS presence infra-structure by applying presence mechanisms, like noti-
fication handling, access control and privacy management, to location data. We demonstrate that the reali-
zation of this service can be integrated efficiently into the IMS core environment, and pre-sent initial 
evaluation results for the joint demonstrator. Finally, important current and future challenges including 
migration, interworking, charging, Quality-of-Service, identity management, security, and regulatory as-
pects, are discussed in detail, thus ending up with an up-to-date research agenda. 
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1 Introduction  

On their way towards implementing the Next Generation Network (NGN), many mobile and fixed 
network operators have already started to migrate their telecommunication networks towards an All-
IP infrastructure where voice loses its predominance and becomes just one amongst many services. 
The IP Multimedia Subsystem (IMS) [1][2], standardized by the 3rd Generation Partnership Project 
(3GPP) [3], is the most promising candidate for replacing legacy, voice-dedicated mobile networks 
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with an All-IP technology. The fundamental advantages of the IMS as opposed to traditional IP net-
works include guaranteed end-to-end Quality of Service (QoS) in the network and an infrastructure 
that enables the fast deployment and integration of new IP-based services and very flexible charging 
and billing while still maintaining compatibility with existing applications. Additionally, the new 
horizontal service architecture of IMS bridges the traditional divide between circuit-switched and 
packet-switched networks, consolidating both sides into one single network for all services, and thus 
will have an immense impact on the whole way future mobile business applications are designed, 
developed and deployed.  

In the context of the imminent commercial roll-out of IMS, this paper presents an experimental 
test system which has been realized at the Telecommunications Research Center Vienna (ftw.) in the 
framework of the projects CAMPARI (Configuration, Architecture, Migration, Performance Analy-
sis and Requirements of 3G IMS) and SIMS (Services in IMS). In both research projects, industrial 
participants include network providers as well as suppliers (i.e. Mobilkom Austria, Kapsch Carrier-
Com, and Alcatel Austria). Whereas CAMPARI investigates a “minimal-optimal” IMS core network 
configuration with respect to architecture and Quality-of-Service aspects, including measurement-
based performance evaluations in a SER (SIP Express Router)-based IMS prototype, SIMS deals 
with interaction between applications and standardized or newly defined service enablers and devel-
ops dynamic service composition mechanisms that reduce significantly the time to market of future 
IMS applications. For further details on these two projects, please refer to [4] and [5] and references 
therein. 

As our showcase we have chosen a Location Based Service (LBS), i.e. a service which requires 
information about the physical position of a user in order to provide ‘added-value’ to services in a 
3rd Generation (3G) network. We focus on the Location Service (LS). a functional entity in the net-
work enabling value-added services to query the current position of a user or to request a trigger 
when a specified area is entered or left  Current standardization in the 3GPP [6] concentrates on LSs 
that use core network components to provide location data of a user’s terminal. In contrast, we be-
lieve that the optimal source for location data is the user’s terminal and show that a distributed, 
handset-based architecture scales better, is more accurate, efficient and cost effective. Our system 
design builds on the protocol, authorization, encryption and privacy mechanisms of the IMS pres-
ence enabler, but extends the existing specifications in order to support a distributed terminal-based 
LS. 

The main contributions of this paper may thus be summarized as follows:  

• We thoroughly investigate the requirements for a minimal-optimal fully IMS-compliant core test-
bed and discuss related design decisions. 

• With the “IMS in a Bottle” approach we demonstrate the feasibility of an efficient 3GPP-
compliant implementation of the IMS core network based on open source software. 

• We define a novel location architecture based on application layer signalling which supports both 
terminal generated and network-calculated location information, where the control over the loca-
tion information is either distributed (at the terminal) or centralized in the server entities, using 
the same mechanisms as for presence. 
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• We make the location service IMS-aware by using the SIP protocol and reduce the message over-
head to a minimum through event triggering at the terminal. This allows for the first time to sup-
port applications that require advanced functionality like area location notification etc. 

• Our Native IMS Location Service Enabler (NILS) is integrated into the IMS testbed, with IMS 
core infrastructure processing and routing SIP-based location signalling correctly. 

• Finally, we discuss in great detail a number of important open issues for future research, thus giv-
ing a concise outline of the currently relevant research agenda.  

The remainder of the paper is structured as follows: Section 2 provides a short survey on IMS 
core components and interfaces, and summarizes the basic requirements to the IMS core network 
prototype. In Section 3, we describe the implementation of our IMS testbed and present initial 
evaluation results. Section 4 introduces and evaluates the Native IMS Location Service Enabler 
(NILS) as our showcase whose realization on top of the IMS testbed prototype is a central joint re-
sult of the projects CAMPARI and SIMS. Then, based on the experiences collected in the course of 
both projects, in Section 5 we discuss in detail a couple of important and highly relevant open issues 
and thus determine a comprehensive agenda for current and future IMS research. Section 6 con-
cludes the paper with a short summary and outlook; the appendix contains a list of acronyms. 

2.  IMS at a Glance 

2.1.  History and Standardization  

The 3rd Generation Partnership Project (3GPP) [3] has been founded in 1998 by partners from 
Europe, America and Asia, with the objective to produce globally applicable standards for a 3rd 
Generation Mobile System. Additionally to its focus on UMTS, 3GPP inherited also the further de-
velopment of 2G (GSM) and 2.5G (GPRS) technologies. Beginning with UMTS Release 5, the 
3GPP started the standardization of a packet-switched Next Generation Network, i.e. the IP Multi-
media Subsystem. The high-level requirements on IMS as summarized in TS 23.228 [7] are chal-
lenging: the IMS is supposed to provide end-to-end QoS, to fully replace current mobile circuit-
switched voice networks without deteriorating voice quality, to be access-transparent, to enable 
flexible charging models, to enforce horizontal service architectures and to build a flexible infra-
structure for cost-effective service and application deployment. Whereas today’s mobile operators 
are required to install and maintain two distinct network infrastructures, a circuit-switched (CS) net-
work for voice transmission and a packet-switched (PS) network primarily used for data, the hori-
zontal service architecture of IMS provides the middleware for enabling rapid development of new 
services and allows to consolidate the infrastructure by deploying only one network for all services. 

Note that, while pre-IMS standards focused on services for mobile and fixed networks, the 
3GPP standardizes service capabilities instead and leaves the specific service realization to the im-
plementer. There are several services that can contribute to the success of IMS, and some of them, 
like Location [6] or Presence [8], are explicitly supported by the IMS core architecture. In addition, 
TS 23.228 [7] mandates IMS support for the usage of non-IMS-specific Internet applications and 
thus increases drastically the number of applications that IMS users will be able to access from the 
very beginning (subject of course to the existence of QoS guarantees for the Internet applications). 
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Figure 1: IMS Core Network Components and Interfaces  

(SIP interfaces with solid lines, DIAMETER interfaces with dashed lines) 

2.2  IMS Core Components 

From a technical point of view, the 3GPP IMS is an IP-based overlay network that spans access and 
core network and provides for IP-based signalling re-using IETF protocols like SIP [9] and Diameter 
[10], both of which are enhanced by specific IMS extensions. The initial focus of the IMS specifica-
tion was on UMTS and GERAN networks, but the concept as such is access-agnostic. Hence IMS 
can use also WiMAX, WLAN or fixed networks in the access providing guaranteed end-to-end QoS 
to customers. For network operators, IMS offers extremely flexible online and offline charging 
mechanisms as well as standardized interfaces towards application servers.  

It is important to note that many of the features which make SIP an acceptable choice for com-
mercial telecom systems are standardized by the IETF as (optional) extensions to SIP, whereas nu-
merous such extensions are mandatory according to the 3GPP standardization and thus must be im-
plemented by any 3GPP-compliant IMS system. Therefore, IMS is more than SIP in contrast to 
much of what is currently advertised by commercial IMS suppliers. 

Figure 1 shows the main signalling components of a typical IMS network and their interfaces. 
The core IMS network uses three main component classes: the Call-Session Control Functions 
(CSCF) which are enhanced SIP proxies, Application Servers (AS) which implement services in the 
IMS network, and database components like the Home Subscriber Server (HSS). In addition, the 
IMS standardizes components for resource control and provisioning, e.g. Media Resource Function 
Controller (MRFC) and Media Resource Function Processor (MRFP), as well as components for 
interfacing with legacy CS voice networks like the PSTN, e.g. Breakout Gateway Control Function 
(BGCF), Media Gateway Control Function (MGCF), Media Gateway (MGW), and Signalling Gate-
way (SGW). In the remainder of the paper, we will however neglect interworking with circuit-
switched networks and focus on packet-switched networking instead. 
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Call-Session Control Functions 

IMS defines three types of CSCFs with exactly defined roles (a novel fourth type of CSCF, the 
Emergency CSCF (E-CSCF), is discussed later in Section 5.5):  

• Proxy CSCF: The P-CSCF is the first point of contact to the User Equipment (UE) in terms of 
SIP signalling. The UE discovers its P-CSCF during IMS registration and stays with it during the 
lifetime of the registration. The P-CSCF acts as inbound and outbound proxy to the UE and as 
SIP security border gateway that protects the mobile operator’s domain, e.g. by verifying the cor-
rectness and integrity of incoming SIP messages, establishing Security Associations (IPSec) with 
the UE, and compressing/decompressing the signalling over the Access Network (SigComp). 
Like many other IMS components, the P-CSCF generates charging records and forwards them to 
the Charging Collection Function (CCF). 

• Interrogating CSCF: The I-CSCF is also a SIP proxy that is located at the edge of an administra-
tive domain. It is registered with the DNS and acts as contact for IMS signalling messages com-
ing from another IMS domain. The I-CSCF routes SIP requests to the destination within the ad-
ministrative domain using routing information retrieved from the HSS and/or SLF through the 
Diameter interfaces. Typically, the I-CSCF assigns a S-CSCF to the user at registration time 
based on the user’s HSS profile (e.g., support for subscribed services).  

• Serving CSCF: The S-CSCF is a combined SIP Registrar and SIP Proxy. It is the „brain“ of the 
IMS with a role similar to the MSC in mobile CS networks. After the I-CSCF has assigned a S-
CSCF to a user, the S-CSCF authenticates and registers the IMS user and stores the binding be-
tween the user’s address of record and his SIP contact. Then the S-CSCF is responsible for han-
dling/routing all signalling traffic for the respective user based on the user’s profile, specifically 
the Initial Filter Criteria (IFC), as downloaded from the HSS.  

Home Subscriber Server (HSS) 

The HSS is the main database component of IMS corresponding to the Home Location Register 
(HLR) in GSM/GPRS networks. It stores user profiles which contain all the user-related data re-
quired for IMS operation, e.g. public and private identities, subscribed services, shared secrets (cor-
responding to the data stored on the user’s ISIM/USIM application), Initial Filter Criteria, etc. The 
HSS implements two Diameter-based interfaces: the Cx interface for CSCFs and the Sh interface for 
AS, enabling them to read and write HSS-stored user profiles. 

Application Servers 

Application Servers (see Fig. 1) are also SIP-enabled and host IMS service enablers, service compo-
nents or even the applications themselves.  In our showcase we envision that the location service 
runs on such a native SIP application server and exposes a web service (ParlayX) interface to inter-
nal applications or to third party service providers.  

Example: IMS Registration Scenario 

The interplay between the core components of IMS is demonstrated with the IMS registration proce-
dure. To start with, the UE registers with the IMS network by sending its SIP registration request to 
the Proxy CSCF, which was assigned to the UE by the network. The P-CSCF forwards all UE mes-
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sages to the Interrogating CSCF which serves the user’s home domain. The I-CSCF contacts the 
HSS, selects a Serving CSCF based on the service subscriptions of the user, and forwards the regis-
tration message to the selected S-CSCF. The S-CSCF is the service access point and service dis-
patcher within the IMS network. It authenticates the user and registers him with the IMS network. 
Depending on the user profile, the S-CSCF may redirect calls from or to a specific user to one or 
more Application Servers in order to implement specific services requested by the user.  

2.3  Requirements and Design Decisions for a “Minimal-Optimal” IMS Testbed  

With the imminent commercial roll-out of IMS, network providers and suppliers are currently facing 
the challenge of migrating their current infrastructure towards this NGN architecture in a smooth and 
efficient way. In this context, the research project CAMPARI experiments with an open source-
based “minimal-optimal” IMS configuration in order to determine the tradeoff between full standard 
compliance and practicability of the solutions. After a thorough investigation of the architecture op-
tions from a strictly pragmatic point of view, a test system emulating a minimal IMS has been set up 
and is currently used for measurement-based performance evaluations. Additionally, the project fo-
cuses on migration issues including IPv4/v6, the integration of IMS-specific billing options and se-
curity features and finally the identification, investigation and discussion of further IMS aspects 
which are not yet fully covered by the standards.  

In order to deal with the complexity of an IMS core implementation, we have decided to avoid 
building our testbed from the scratch and have instead re-used existing open source software running 
on commercial off-the-shelf hardware. The following bullet points summarize our requirements for 
the testbed prototype and discuss related design decisions: 

• Basic Scenario: The primary goal of the CAMPARI testbed was to signal an IMS-compatible 
basic call between two IMS/SIP UEs and to connect the media stream. The realization of this 
scenario requires the implementation of P-CSCF, I-CSCF, S-CSCF, DNS and a reduced HSS. 

• Access network emulation: the complexity of a dedicated IMS access test network is out of the 
project scope, instead the existing Linux Network Emulator Netem [11] is extended for mimick-
ing the behaviour of wireless networks (e.g. 2.5G (GPRS, EDGE) 3G (UMTS, HSDPA) or 
WLAN (802.11b, 802.11g) as closely as possible.  

• HSS subset emulation: the planned performance tests require only two subsets of the Cx interface: 
Authentication (Diameter AVPs) and download of the Initial Filter Criteria (IFC) to the S-CSCF. 

• Charging interface: we implement offline charging from the very beginning, with the option of 
later integration of other charging mechanisms like online charging and event-based charging.  

• Rudimentary IMS services: the focus of CAMPARI is not on services but on the performance 
tuning of the core IMS. Nonetheless, CAMPARI integrates SIP ASs running a minimum service, 
e.g. Ping, SIP Presence etc., in order to perform IMS network optimization.   

• IPv4 and IPv6 support: 3GPP R5/6 mandate IPv6 as the network-layer protocol and mention 
IPv4 only as an option. This conflicts with the current IPv4-dominated infrastructure. One focus 
of CAMPARI is to measure performance and propose migration paths for operators and vendors 
from an IPv4-only infrastructure towards mixed IPv4-IPv6, or IPv6-only networks. 
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• Third-party IMS component integration: While the implemented CAMPARI testbed is of limited 
functionality, a dedicated focus of the project is to enable integration of third-party IMS compo-
nents. The currently planned interoperability includes a.o. third-party IMS domains, Charging 
Collection Function (CCF), Application Server (Presence), HSS, CS Gateways towards legacy 
circuit switched networks, dedicated user equipment etc.  

• Postpone IMS QoS and failover framework: We replace the IMS QoS reservation framework, i.e. 
PDF, GGSN and SBLP, by a manually adjustable delay emulator. Registration for event notifica-
tion is also considered not relevant for the main signalling path and has been postponed. 

• Postpone interworking with legacy networks: the first testbed release focuses on PS topics only, 
gateways towards CS networks will be integrated by means of third-party vendor equipment. 

Additionally, the CAMPARI testbed is designed to support the following performance tests: 

• Basic IMS performance: comparison of Visited-GGSN vs. Home-GGSN scenario and of SIP/IMS 
signalling over TCP vs. UDP plus determination of bottlenecks and optimization proposals. 

• IPv4 vs. IPv6: test configurations of IPv4-only, IPv6-only, IPv4-IPv6 mixed, interworking. 

• Application Servers: dedicated AS vs. AS co-located with the S-CSCF. 

Based on these requirements, we have implemented an experimental IMS core network as described 
in the next chapter.  

3.  Implementation and Initial Evaluation of the IMS Core Network 

3.1.  Testbed Version 1: Distributed IMS Core Network Prototype 

The architecture of our IMS core network prototype is sketched in Figure 2 and contains a P-CSCF, 
a S-CSCF, an I-CSCF, an AS, the CCF, a scaled-down HSS, and two WAN emulators WE1 and 
WE2. The DNS implements SIP DNS resolution according to [12], the CCF collects charging data 
records (CDR) from all IMS components via the Diameter Rf interface. The HSS implements only 
the basic Cx interface functionality for authentication and Initial Filter Criteria download. 

Two IMS-enabled terminals (UE1 and UE2) are located in the visited network, connected to dis-
tinct subnetworks in order to force the media traffic between these two IMS clients to be routed via 
WE1. The delay of packets exchanged between UE1 and UE2 equals the sum of the respective ac-
cess network delays, whereas the IMS signalling traffic directed to the core network (UE1 to IMS, 
UE2 to IMS) suffers only from a single access network delay in one direction. The third IMS termi-
nal shown in Figure 2 is a notebook connected via a Vodafone 3G UMTS/HSDPA card to the public 
Internet. An IPSec association is established between the laptop and the P-CSCF, enabling the mo-
bile device to exchange signalling information with the IMS core and establish connections with the 
other IMS terminals in the network. 

The testbed has been designed with respect to the two distinct IMS topologies defined by 3GPP 
Technical Specifications, i.e. the Home-GGSN scenario and the Visited-GGSN scenario. In the 
Home-GGSN scenario, the GGSN and the P-CSCF are both located in the user’s home network, and 
packet data traffic is tunnelled from the visited network’s SGSN via GTP to the home GGSN. In the 
Visited-GGSN scenario, the GGSN in the visited network terminates the user’s packet data traffic.  
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Figure 2: The Testbed Architecture 

Our testbed can be configured for both cases simply by reconfiguring the two WAN emulators 
WE1 and WE2, i.e. without any changes in wiring. In the Visited-GGSN scenario, WE1 emulates 
only the access network delay, whereas in the Home-GGSN scenario, WE1 is configured to add the 
interoperator delay (e.g., Australia to Europe) to the access network delay. This differentiation is 
important for performance measurements, as in the Home-GGSN case not only the signalling, but 
also the media traffic passes the home GGSN and thus suffers from delay. WE2 can delay the signal-
ling traffic between P-CSCF and I/S-CSCF. In the Visited-GGSN case, the P-CSCF is located in the 
visited network; it is thus WE2’s responsibility to implement the interoperator delay. In the Home-
GGSN scenario, the interoperator delay is implemented by WE1, so WE2 is transparent to IP traffic. 

The rest of this subsection is devoted to important implementation details. As, in principle, an x-
CSCF is a SIP-proxy (the S-CSCF acts additionally as a SIP-registrar), we have started with a thor-
ough evaluation of the most prominent open-source SIP-proxies, before we came to the conclusion 
that the SIP Express Router (SER) [13] is the best choice for building an x-CSCF. SER is a rather 
fast, yet flexible, SIP-proxy which has been written in C and is easily configurable and already well-
established. It can be configured by a C-like configuration file (but only with reduced functional 
range) and is available and supported for a variety of architectures, e.g. Linux/i386,  Linux/armv4l, 
FreeBSD/i386, OpenBSD/i386, Solaris/sparc64 and NetBSD/sparc64. As operating system, SuSE 
Linux 9.2 has been chosen in accordance with the proxy software. On the S-CSCF, the database 
software "mysql" has been used for storing the user database and additional AVP data. The latter is 
an extension (module) for SER and is inalienable for storing data on a per-session basis, as e.g. nec-
essary for adding the "Route"-header-field, etc. For easier access and maintenance, the software 
"phpMyAdmin” running on top of the php extension of the web-server Apache2 has been installed 
as a simple-to-use frontend with a nice GUI for the mysql database. 
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Originally, we started with SER v.0.8.14, but the lack of functionality for manipulating the 
AVPs forced us to move to openSER. The final testbed setup for the time being is based on the de-
veloper version of openSER as of Feb 16th, 2006. As SIP-(IMS-)clients, we use X-Lite Rel. 1105x 
on Windows and kphone v4.2 on Linux, which has been modified to support some of the IMS exten-
sions like the "Service-Route" and some of the P-header extensions. Since X-Lite cannot be modi-
fied, the P-CSCF has been configured to take over this task if (and only if) the client does not sup-
port the necessary IMS extensions, thus allowing to use also non-IMS compliant clients (like X-Lite) 
in our distributed IMS testbed. 

3.2.  Testbed Version 2: Virtual Testbed (“IMS in a Bottle”) 

In parallel to the distributed testbed implementation which assigns a physical machine to each of the 
IMS components, a virtual testbed has been set up on only one physical x86 based Desktop PC. The 
advantages of this solution are lower costs, lower space requirements, lower energy consumption, 
and higher flexibility. The virtual environment is provided by the VMware Workstation 5.5.x soft-
ware suite. In our scenario, the virtual machines (“Guests”) are running SuSE Linux 9.2. The physi-
cal (“Host”) operating system is Windows XP SP 2, but this irrelevant because any operating system 
VMware runs on could be used as host operating system as well. Figure 3 provides a sketch of the 
physical layering of our virtual testbed. 

In terms of network connectivity, VMware offers 10 separated, virtual networks (“VMnets”), 
which can be imagined as an Ethernet connected via hubs. Each Guest and the Host is able to con-
nect to one or more of those by utilizing one or more virtual network adapters. Additionally, any 
Guest can be connected directly to the physical network(s) to which the Host machine is connected 
to (this mode is called “bridging”). Thus any possible interconnection of virtual and physical net-
works is possible, which means that the virtual machines integrate smoothly into the existing physi-
cal environment. A VMnet behaves as if all hosts were connected via a hub. This means that all 
packets of the respective VMnet can be traced by any host, which is very useful because the mes-
sage-flow between all machines connected to the same VMnet can be traced by a single machine 
without the need to correlate traces from distinct machines. 

 

 
Figure 3: Physical Layering of the "IMS-in-a-Bottle" Testbed 

Concerning performance, VMware offers good transmission rates of more than 200 Mbps with 
the cost of lots of processing power. Thus, our Host machine is equipped with an AMD 4400+ dual 
core CPU. Even though VMware could swap out some of the memory the virtual machine uses, this 
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would reduce performance dramatically. Thus we configured VMware to fit all Guest memory into 
the physical memory of the Host and equipped the machine with 4GB RAM, the maximum offered 
by affordable (=non-server) motherboards. Another critical performance factor is the HDD. It is true 
that space is not a major concern here because VMware uses technology which physically allocates 
only those parts of a virtual disc, which are actually used, and thus usually the (physical) image of 
the virtual disc is much smaller, but concurrent access has dramatically negative effect on the per-
formance. Therefore, it is generally better to equip the machine with more small HDDs (which could 
also be rather slow) than with a few big and fast ones. Only if it is sure in advance that the Guest 
system will hardly use the HDD, two or three Guests could use one HDD. Nevertheless booting 
those systems could take a considerable amount of time if two or more Guests sharing the same 
HDD are being booted at the same time. Since our guests do hardly use the HDD, the machine is 
equipped with 5 HDDs such that a maximum of 3 Guests share one physical drive. 

 

 
 

Figure 4: Components of the "IMS-in-a-Bottle" Testbed 

 

Of course, there are some disadvantages of the virtual solution, most obviously the limited 
available performance and bandwidth. Furthermore, the clocks are rather inaccurate, thus timing 
measurements cannot be based on the clock of a virtual machine. Therefore, we connect the Host 
additionally to the VMnet that shall be traced and capture the traffic on the physical machine. Even 
though the clocks of the virtual machines disperse, the response time of the machines is good. 

With this configuration, our “bottle” (Host-machine) is able to implement the whole 2(4)-
operator scenario depicted in Figure 4. By tweaking the WAN Emulators V1/H1 and V2/H2, respec-
tively, it is possible to change from the “Home-GGSN” to the “Visited-GGSN” scenario. Due to the 
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symmetric architecture, we can exploit the “clone” feature of VMware which enables us to clone 
each of the machines in a very elegant way. The clone automatically gets a new System Id and thus 
new MAC-addresses, but of course the system configuration (IP - adress(es), machine- and domain 
names, etc.) need to be changed manually. 

Summarizing briefly, the virtual environment is a good solution for research, development, ana-
lyzing (call-flows, etc.), and testing functionality. It is moderately good for timing analysis in mid- 
and low load scenarios, but cannot be used for measurements in high-load scenarios and for per-
formance measurements. Nevertheless, “IMS in a bottle” has been a successful proof-of-concept 
activity resulting in an alternative and cheap playground for implementation work. 

4.  The Showcase: NILS – a Native IMS Location Service  

As already mentioned in the introduction, one key advantage of the IMS is related to simplified de-
velopment and deployment of new services. In order to verify this, we have decided to realize as our 
showcase a native IMS-aware Location Service that reuses a part of the IMS presence infrastructure.  

The concept of presence comes from instant messaging systems, where a “watcher” can sub-
scribe to notifications about the online status of other users which are called “presentities”. Classical 
presence information is defined as the willingness of the presentity to communicate. In general, 
presence and geographical location have semantic differences: presence attributes as defined by the 
Internet Engineering Task Force’s (IETF) Rich Presence (RPID [23]), e.g. location type, activity, 
sphere etc., consist of a small number of discrete values, whereas geographical location has a con-
tinuous range of values, limited only by the location accuracy. This requires a different handling of 
subscriptions: whereas for presence all watchers subscribe to changes that occur to a subset of attrib-
utes, for location each watcher application may define different criteria for triggering events. Hence, 
publishing and storing location information on servers like for normal presence information is not 
useful, and our architecture takes these differences into account. 

However, location and presence have sufficient similarities to approve our approach to reuse the 
IMS presence architecture [24]. Our analysis of the IMS presence system shows that the require-
ments regarding access authorization, subscription and privacy for presence are identical to those for 
location. Moreover, location, like presence information, can be collected both from the mobile ter-
minal and from the network, and, most importantly, this can be done using the SIMPLE protocol 
stack. Our system design builds on the interaction mechanisms and data representation used for IMS 
presence, but extends the existing specifications in order to support a distributed terminal-based Lo-
cation Service as we believe that the optimal source for geographical location data is a user terminal 
which is equipped with a GPS module. 

Location information can provide considerable value to information and communication ser-
vices. On the other hand, users are concerned about revealing their position data to others, especially 
to untrusted third party applications. Furthermore, most countries have legal restrictions that regulate 
processing of personal data and the protection of privacy in electronic communications. It is of ut-
most importance that the users can control who gets access to their location data and that the trans-
port in the network of such sensitive data is protected by strong security mechanisms. 

The Geographical Location and Privacy (GEOPRIV) working group of the IETF [17][18] has 
investigated a number of problems related to the distribution of geographical information on the 
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Internet. The result of this work is a generic framework for the creation and distribution of location 
information on the Internet that enables confidentiality and policy directives, which are abstracted 
from the format of the location information.  

The Open Mobile Alliance, a large consortium that specifies standards for mobile services, has 
recognised the importance of terminal generated location and has defined a Secure User Plane Loca-
tion (SUPL) enabler [19]. The SUPL architecture, in contrast to our approach, keeps network server 
components in visited and home networks, it does not use SIP, therefore it has to implement methods 
to route requests, to keep session state, to handle terminating asynchronous events using WAP push.  

Further related work includes [20] where complex location update strategies in the mobile ter-
minal are proposed in order to realize scalable Location Based Services. In [21], the SIP event 
mechanism is used to transport location data, and [22] presents a framework and requirements for 
usage of SIP to convey user location information and consider cases where message routing by in-
termediaries is influenced by the location of the session initiator. 

4.1  An Overview on 3G Presence and Location Enablers 

The Presence Enabler in the IMS is based on the SIP Instant Messaging and Presence Leveraging 
Extensions (SIMPLE) [25], which in turn uses the SIP event system [26] and its subscribe-notify 
mechanism. The presence system of the IMS is specified in [27], the presence event package in [28]. 
Figure 6 shows all elements of the presence system as described in the following list:  

• The Watcher Application can run on an application server in the core network or on a user termi-
nal in the access network. The application subscribes to the presence of presentities and receives 
notifications whenever the presence changes. It can supply a notification filter [29][30] at sub-
scription time to limit traffic or request complex notification behavior. 

• The (optional) Resource List Server (RLS, [31][32]) relieves the watcher's user agent from sub-
scribing to and managing notifications from all addresses on his contact list. Instead, the contact 
list is stored on the RLS and the Presence User Agent (PUA) subscribes to the contact list and re-
ceives bundled notifications. This reduces traffic on the air interface. 

• The Presence User Agent sets policies for subscribers (XCAP [33][34] over http) and sends noti-
fications (SIP message: publish) if its presence state changes. Since the PUA does not know about 
the subscriptions to its presence data, it has to publish every single presence change of the user 
independently of the actual need for it, even if there are no watchers at all.  

• The Presence Network Agent supplies presence information coming from the network (e.g. cell 
based location information) by sending PIDF [35] or RPID [36] documents to the presence 
server. 

• The Presence External Agent supplies presence information coming from external sources such 
as a calendar. 

• The Presence Server (PS), also known as Presence Agent (PA), is the entity in the IMS core net-
work responsible for the presence information of all subscribers to this network. The PS main-
tains presence information, sends notifications to watchers and is responsible for the authorization 
of all subscriptions. 
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• The Watcher Presence Proxy provides watcher related functions such as authentication of watch-
ers. It is a combination of SIP proxies, i.e. P-CSCF and S-CSCF, in the watcher’s network. 

•  The Presentity Presence Proxy provides presentity related functionality such as determining the 
correct PS. It is a combination of I-CFCF and S-CSCF in the presentity’s network. 
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Figure 5: IMS Presence System Overview. 

 

Figure 5 illustrates two message flows: a watcher subscribes for presence information (1 to 8) and 
a notification for new presence information (A to C). The authentication process (2, 5) involves the 
HSS (Home Subscriber Server) which is not shown in this diagram. 

In order to provide location data to location applications, current 2G and 3G networks use a net-
work-based LSE. 3GPP specification TS 22.071 [6] gives a general description of location services 
(LCS) and service requirements for 3G networks, and 3GPP TS 23.271 [37] specifies the mecha-
nisms to support mobile location services for operators, subscribers and third party service providers. 
Interworking with the IMS has been introduced in version 6.7.0 for UMTS R6 in March 2004. The 
central component in the 3GPP LCS design is the Gateway Mobile Location Center (GMLC) that 
offers location services and communicates with the Location IMS Interworking Function (LIMS-
IWF), see [41] for further details.  

 



 202      Practical Experiences with an IMS-aware Location Service Enabler on Top of …

For determining the (geographic) location of the user equipment using radio signals of the wire-
less networks, the following network-based positioning methods are specified in the 3G documents: 

• Cell Coverage Based. The cell ID is either known to the radio network or can be obtained by pag-
ing the terminal. The accuracy of this method depends on the cell size and is typically in the 
range of 300 m in urban areas. 

Idle Period Downlink – Observed Time Difference Of Arrival (IPDL-OTDOA). This method meas-
ures the relative time of arrival of pilot signals from different base stations. At least three stations 
have to be visible to calculate a location. Network planning however optimizes a cellular network for 
available bandwidth which means reducing unnecessary overlapping of cells [38]. Thus the accuracy 
of the IPDL-OTDOA method is not satisfying in real networks (about 50m – 150m) and the technol-
ogy requires a substantial up-front investment in the radio access network. 

• Network Assisted GPS (A-GPS). The network sends assistance data to a GPS receiver in the ter-
minal in order to speed up the position calculation and to provide service in areas where GPS sig-
nals are weak (e.g. inside buildings). Assistance data contains precise GPS satellite orbit and 
clock information, initial position and satellite selection. A-GPS offers good position accuracy (5 
m) but requires a GPS assistance service and necessitates a medium up-front investment in the 3G 
network. Furthermore A-GPS enabled terminals are not available on the market yet. 

4.2  Architecture of the Native IMS Location Service (NILS) 

The NILS architecture is implemented within the presentity’s home network and thus transparent to 
the watcher and his network. As already mentioned earlier, the proposed system architecture is based 
on the following two fundamental assumptions: 

• Geographical location is a special type of presence information that we call location presence 
data. The access to both presence and location data has the same requirements regarding security 
and privacy. Therefore, this section will demonstrate how to reuse the well-specified presence 
system of the IETF (and thus also of the IMS), in particular the authorization, subscription and 
privacy mechanisms, in order to fit location presence data smoothly into the existing presence 
system which can be extended easily with the new location data type. 

• The optimal source for geographical location data is the user’s terminal which is equipped with a 
GPS module. Current network-based location methods do not offer satisfying accuracy, and en-
hancements would require expensive investments in the core network infrastructure. On the other 
hand, a terminal-based location enabler, such as a built-in GPS sensor or a Bluetooth GPS mod-
ule, is a relatively inexpensive hardware feature and allows upgrading only those terminals whose 
users subscribe to or want to use location enabled services. It can be accessed in a peer-to-peer 
mode with minimal impact on network resources, thus granting scalability. Since a terminal-
centric solution is totally independent of the underlying network technology or the network pro-
vider, it enables vertical handover (e.g. UMTS – WLAN) and works in roaming scenarios. 

In order to create a terminal-based Location Service, we install a SIP Presence Edge Server (PES) at 
the GPS-enabled user terminal. A PES is a presence agent that is co-located with a presence user 
agent.  Since the PUA manipulates the presence information, the PES can be aware of it ([28] sec-
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tion 3). With the slight modifications described in the next sections, the PES, the PUA and the 
watcher UA are able to handle location presence data.  

The standard source of location information in our architecture is the terminal supplied one, for 
example by a GPS receiver attached to the user mobile phone. For those users who do not have a 
GPS receiver or are not within GPS coverage (e.g. inside a building), our system connects to the 
network operator’s GMLC to retrieve the location. 
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Figure 6: Peer-to-Peer System Architecture 

The simplest form of the proposed system architecture is sketched in Figure 6, i.e. a peer-to-peer 
location system. The user’s terminal hosts an edge presence server for location presence information. 
It allows 3rd party applications or other users to subscribe to location presence data notifications. A 
watcher application may use SIP messaging or interfaces like the ParlayX location API [39] to re-
quest presence location data. The client software in the user’s terminal uses the J2ME Location API 
[40] to access the GPS module providing the physical location. 

While it requires little infrastructure, the peer-to-peer architecture has several drawbacks: lots of 
notifications pass the radio network, the system does not support network-based location for termi-
nals without a GPS receiver, the policy configuration done in current presence servers cannot be 
reused. As described in [41][42], these problems can be solved by the use of resource list servers, an 
aggregator component to switch between the peer-to-peer location described above and the network- 
based location and the reuse of presence servers.  
Location Data and Notification Filters 

To include location information in the PIDF document encapsulated in a SIP NOTIFY message, 
we propose the use of the Geography Markup Language (GML, [43]). Since both languages are 
XML based, GML elements can be integrated in PIDF documents easily. 

Notification filters enable more complex notifications than pure location updates. The filter is 
sent within the subscribe message from the watcher to the presence edge server. For example the 
filter “(longitude TO centre BY distance) OR (latitude TO centre BY distance)” will send a notification 
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whenever the presentity enters a rectangle around the centre coordinates. This reduces traffic over 
the air interface (single notification instead of constant location updates) at the price of added com-
plexity at the presentity’s terminal. 
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Figure 7: Full NILS System Architecture. (Photo of GPS Receiver taken from [44]) 

Watcher List Server 

To reduce the bandwidth requirements of the edge presence server requires over the radio interface, 
we propose the Watcher List Server (WLS, see Figure 5). This element of the presence system man-
ages lists of watchers subscribed to the same location events. The presence edge server at the user 
terminal uses the ut interface to the WLS to configure these lists. Once the watcher list has been con-
figured, any notification sent to it will reach all the watchers on the list (arrows b2 and c2 in Fig. 5). 

The improvement achieved by a WLS is based on the assumption that the delivery conditions for 
location are the same for all the watchers. However, this is not true for all requests. For example one 
watcher might request periodic notifications while another wants to know, when the presentity 
reaches a specified location. In these cases direct notifications will be used (arrow b3 in Figure 5). 
While we distinguish between watcher list server function and resource list server (on the watcher 
side [31])[32]), we expect them to be implemented by the same software and run on the same ma-
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chine. The watcher list server is transparent to the watcher and to the rest of the presence system. 
The only entity affected is the edge presence server on the terminal. 

Presence Aggregator 

The main remaining problems are the support of network based location for legacy terminals and the 
consolidation of information if both options (GPS and network) are available. Note that the presen-
tity is the only entity able to resolve these conflicts ([28] section 6.9). This problem is resolved by 
the Presence Aggregator (Figure 7). It intercepts all subscription messages on the presentity side of 
the IMS. Based on a user data base or on subscription policies, it decides how to locate the presen-
tity. If the location is only available in the network, the subscription is forwarded to the presence 
server. If the user has an active GPS receiver, the subscription will be sent to the terminal. If both 
options are available the aggregator can check the data for reliability, i.e. whether the GPS coordi-
nates are within the cell. Arrows B1 and b1 in Figure 7 show the (potentially conflicting) notifica-
tions to the aggregator, which forwards only one of them (C1 OR c1) to the watcher.  
 

 
Figure 8:  Location Enabler Software Architecture 

 

Like the WLS, the aggregator is transparent to the watcher. It is also transparent to the presentity 
and all proxies. The presence server authorizes all subscriptions. We expect the aggregation function 
to be implemented within the presence server in the core network, especially since the aggregation 
task takes place after authorization, but before data can be fetched from any presence server. The 
resulting architecture relieves the terminal from publishing its location independently of actual 
watchers. Still, it is compatible with the IMS. It supports both terminal generated and server calcu-
lated location keeping the traffic in the access network low. Note that our architecture can be applied 
to any presence data originating at the user terminal 

Routing and Addressing 

Location presence data shows some essential differences from other presence data. First, location 
data is semantically different from classic presence data due to the almost continuous state space. 
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Second, location data originates from different sources than normal presence state. As location data 
is calculated in the presentity’s terminal it requires a distributed approach. We therefore propose to 
separate subscriptions and notifications for location presence data from classic presence by introduc-
ing a new locpres: URI-scheme. The intended usage of the locpres: URI follows closely the usage of 
the pres: URI. However, it allows routing a subscription for presence location data to the presentity’s 
terminal by addressing a subscription request to the locpres: URI of the target.   

4.3.  Implementation and Evaluation of the Demonstrator 

The software layer architecture of the NILS enabler is depicted in Figure 8. With the “SIP proxy” we 
abstract the whole IMS transport overlay for the sake of simplicity.  A simplified location watcher 
can be implemented in a user mobile phone as well, the area notification functionality however is 
best demonstrated by a LBS application running on an application server. We selected for this pur-
pose the BEA WebLogic SIP application server. The application uses a ParlayX location interface 
and is notified when the user enters or leaves an area specified by its center coordinate and the ra-
dius. The presentity user is notified and eventually accepts the incoming subscription (assuming she 
is interested in the application).   

 

 
Figure 9:  Final Joint Demonstrator Setup 

Finally, Figure 9 depicts the joint demonstrator of NILS on top of the IMS prototype testbed. 
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Analysis of the 3GPP LSE Architecture 

Our analysis of the 3GPP LSE architecture identifies several shortcomings: 

• Complex request routing is required between GMLC and LIMS-IWF components in order to re-
solve the user’s MSISDN and to accommodate roaming scenarios. In an IMS-enabled system this 
routing should be replaced by SIP message routing with its positive implications regarding per-
formance, network management and security. Our alternative proposal is therefore to send a loca-
tion request to the user’s locpres: URI directly using plain SIP message routing instead of intro-
ducing complex interworking functions. 

• Existing network-based positioning methods are either insufficient regarding accuracy or require 
up-front investments in the core network. Accessing a terminal-based GPS receiver as a source 
for location data instead is a network technology independent solution that offers satisfactory ac-
curacy while requiring only investments in those customers who want to use a location service. 

• The privacy requirements and mechanisms proposed by 3GPP standardization for Location Ser-
vices are similar to those of presence systems [6][18]. Beyond the specified functions, a real 
world location service system requires components that allow provisioning, user access and user 
control of privacy parameters. It seems reasonable to re-use the IMS presence infrastructure for 
subscription, authorization and privacy management of LBS. 

• A network-based positioning method is forced to implement triggered location updates through 
polling. In order to preserve battery power mobile terminals tend to be in an idle state most of the 
time. Hence position changes are not visible to the network. We propose to implement trigger 
logic in the terminal so that necessary location updates are kept to an absolute minimum and 
scarce resources in the radio access network are used in the most economic way. 

Network Traffic over the Air Interface 

In order to determine the performance gains of our architecture, we calculated the traffic over the 
radio interface for the following scenario: we assume that the watcher also supplies location infor-
mation (Watcher plus Presence Edge Server in pure peer to peer mode, as in Figure 6) and that the 
system includes five presentities (few people are allowed to see a user’s location). One notification is 
sent each ten seconds (the maximum allowed by the IMS presence system is 1/5 Hz), while notifica-
tions are about 1KB in length, OK messages about 300 bytes. Finally, SIP compression to 1/3 of the 
message size is assumed. 

This scenario results in symmetric traffic (downlink: notifications from presentities, OKs from 
watchers; uplink vice versa) of about 3,2 kbit/s or two messages per second. Due to the high fre-
quency of notifications resulting from the highly dynamic data, notification traffic outweighs sub-
scription traffic by far. The traffic resulting from only five watchers is already more than the phone 
battery can sustain for extended periods of time. Since there is only one attribute in the presence 
document (the location), partial notifications do not save any traffic. Event throttling can reduce traf-
fic substantially, but at the cost of reduced location precision (e.g. once every five minutes, instead 
of constantly). 

The NILS architecture contains two main features for reducing this traffic: 

 First, the Resource List Server specified by the IETF and the 3GPP [31][32] reduces the traffic 
on the watcher side: downlink messages are reduced in number by bundling and throttling noti-
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fications from several presentities, this in turn results in fewer OK messages on the uplink chan-
nel [45].RLS reduces uplink traffic (OK messages) by a factor equal to the number of presenti-
ties. 

 Second, the Watcher List Server introduced in this paper removes the need to send notifications 
to every single watcher. Instead, the WLS in the core network receives a single notification and 
forwards it based on the watcher list. Hence the notification traffic on the presentity side is re-
duced by a factor equal to the number of watchers. 

In our case, the resulting traffic will be about 1 kbit/s at the full rate of notifications, or less than a 
third of our starting level. The rate of notifications (once every ten seconds) is still high and can be 
sustained for only short periods. The presence aggregator further reduces notification traffic from the 
Presence Edge Server, if it bundles subscriptions. In this case it works similar to the Watcher List 
Server. 

 
Triggered Location Updates versus polling by a Network-Based Location enabler 

A second simulation based performance analysis of NILS was done in order to investigate the quanti-
tative advantage of triggered location updates of a terminal based location enabler compared to the 
polling of a network based location enabler. We have based our simulation of node movements on the 
Random Waypoint Model that was first introduced in [46] and is widely used as a mobility model to 
compare the performance of various mobile network protocols. [47] shows that a simulation based on 
the Random Waypoint Model will only reach a steady state if a minimum speed is defined. 

In the Random Waypoint Model (RWM) a node moves from its current location to a new location by 
randomly choosing a new location in the simulation area and a speed that is uniformly distributed be-
tween [minspeed, maxspeed]. The RWM includes randomly chosen pause times between changes in 
direction and/or speed. 
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Figure 10:  Node movement in the random Waypoint model 

We have used the BonnMotion simulation software, a mobility scenario generation and analysis tool 
[48]. Our simulation targets a group of 100 pedestrians that move in a square with an edge length of 
500 m. The node speed is chosen between [0.2, 1.5] m/sec. The maximum pause time is 60 sec. The 
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simulation was run for 7200 sec in order to reach a steady state and then measurements were taken for 
1800 sec. Figure 11 exemplarily shows the movement traces of 5 nodes.We chose the simulation set-
up in a way to estimate a lower bound on the reduction of necessary location update messages in a 
triggered scheme compared to a polling scheme. Our simulation observes nodes that are nearly con-
stantly moving. Permanent movement is the worst case scenario for the number of triggered location 
updates, because location update messages have to be sent in regular intervals. In the real world, peo-
ple do not move constantly but rather tend to stay in one place for long periods of time (e.g. commut-
ers between home and office). As a triggered location update is not fired when a node does not move, 
it can be expected that savings in the number of necessary location update messages and thus in scarce 
wireless network capacity is much higher in real world movement patterns. 

The node movement traces that come out of the RWM simulation were analyzed in two ways: 

• Count the number of triggered location updates that are necessary to report location changes for a 
given spatial resolution in meters. The actual position was checked every second and if the distance 
of the actual position to the last reported position was greater than the given spatial resolution, a lo-
cation updated was triggered. This implies that the maximum error in the location update is the dis-
tance that the node can move at maximum speed in one second. For a high spatial resolution of 10m 
and a maximum speed of 1.5 m/sec, the error results in 15% at most. 

• Compute the optimal polling time and the resulting number of location requests. The optimal poll-
ing time is the interval between sending location requests to the network which results in a minimal 
absolute spatial error of all reported positions. Absolute spatial error indicates a deviation from the 
required spatial resolution in both directions – meaning that the polling happens either too often or 
too rarely. The optimal polling time is a function of the required spatial resolution and of the 
movement pattern and is therefore difficult to find for real applications. Even when choosing the 
optimal polling time, the average spatial error of all reported positions was about 40% compared to 
the required spatial resolution. 
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Figure 11:  Triggered location updates versus location requests at optimal polling rate 

We have finally compared the number of triggered location updates to the number of location requests 
at the optimal polling rate for different values of the spatial resolution (see Figure 11). This compari-
son shows that a triggered location update scheme, like that we have realized with the NILS, can save 
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at least 25% of messages, compared to a polling scheme working at the optimal polling time. Further-
more, the node location accuracy in a triggered scheme is at least double the accuracy of the polling 
scheme.  

5. Experiences and Challenges  

The massive body of project work described so far has not only resulted in realizing both the experi-
mental IMS core network and NILS, but beyond these specific tasks has led of course also to a very 
detailed understanding of open issues and unsolved problems in the general area. Therefore, the goal 
of this chapter is to share some of these insights with the reader and thus to eventually outline a com-
prehensive agenda of important topics for current and future research on IMS in general. 

5.1.  Charging and the Evolution of IMS Billing Systems 

One of the main benefits of IMS for both customers and operators is an extremely flexible charging 
architecture. While traditional charging systems are restricted to flat rate, per-time- or per-volume 
accounting, the IMS integrates Application Servers and Services within its charging architecture, 
thus increasing the complexity of the IMS charging system but at the same time providing satisfying 
transparency to the user.  

The principles of IMS charging are standardized in [49]. IMS distinguishes between two funda-
mental charging approaches. Offline charging, often used for post-paid tariffs, requires a contract 
between the IMS operator and the customer prior to network usage. The operator later issues a bill to 
the customer, charging her for the services used during the last billing period. In technical terms, 
offline charging uses the dedicated Diameter-based Rf interface towards the CCF. Based on the IMS 
Charging Identifier (ICID), charging records are generated by IMS network nodes (e.g. BGCF, 
MGCF, MRFC, SIP AS, P-CSCF, I-CSCF and S-CSCF), sent to the CCF and correlated according 
to the specific service and billing plan. Online charging is required e.g. for pre-paid tariffs, where 
the user pays in advance a specific amount (“credit”) to the operator. Before consumption of a ser-
vice, the operator verifies in real-time if the user’s account has sufficient credit and decides whether 
to grant access to the service or not. For services charged per time (e.g.  voice calls), the IMS peri-
odically checks the user’s credit and disconnects if there is insufficient credit for the next charging 
interval (e.g., 1 sec). Online charging uses its own charging framework where MRFC, S-CSCF and 
SIP-AS are connected via the Diameter-based Ro interface to the Online Charging System (OCS).  

Note that orthogonal to the distinction between on- and offline charging, IMS offers different 
charging mechanisms: Session-based charging (per-time, per-volume), Event-based charging (e.g., 
per successful buddy localization or per presence-notification) and Flow-based charging (depending 
on the media using a specific bearer) [50].  

The key to the flexibility of IMS charging is the ability to perform complex charging correla-
tions, most notably the correlation of tickets generated by the GGSN and SGSN (i.e. non-IMS-
components) with tickets coming from IMS network components. IMS separates signalling from 
data/media streams, so the GGSN (sometimes even the SGSN) is the only component that can record 
or charge data/media streams. The bearer-level charging functionality is basically identical to 3GPP 
Release 99 and must be changed to cope with the needs of multi-service networks.  
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The Diameter protocol has gained especial importance to an extent that, in short, without Di-
ameter there will be no IMS. Although often referred to as real-time billing protocol, Diameter is in 
reality a way of retrieving and using customer data, i.e. it is not only able to check a customer’s au-
thenticity and credit status, but also, for example, to detect if a customer who is downloading a par-
ticular music track has previously downloaded one by the same artist. Thus, the user could, before 
making the purchase, perhaps be offered a desktop wallpaper if she buys two tracks instead of one of 
that artist’s latest video. A part of the Diameter specification also takes care of the content-settlement 
function, ensuring that third-party providers get paid immediately. 

This is just a relatively simple example of the potential of Diameter in conjunction with a SIP-
based IP network, giving a hint of its ability to combine, correlate and charge for customer activity 
across a range of services and access clients. Functionally, Diameter relies on compliant applications 
running on the edge of the IMS network like the already fully developed Diameter Credit Control 
Application (DCCA). The DCCA defines how network equipment issues real-time charging requests 
to the network servers that control service delivery, it offers new credit-authorization models, and it 
provides operators with standard-based interface to deliver services to prepaid users. DCCA can be 
also of use for enabling postpaid services, e.g. if credit limits have been set or a customer needs to be 
told in advance of the cost of a particular transaction. In both these cases, the DCCA can provide the 
operator network and the customer with the relevant information and as such represents truly con-
verged charging and billing. 

Another interesting point about Diameter is that traditional billing solutions collect customer 
data for charging purposes in the form of CDRs from several points in the network. Since Diameter 
sits between the network databases and the application layer and works in such a different way from 
conventional methods, completely new solutions have to be developed. There are other protocols, 
such as Parlay and Web Services, but the consensus seems to be that they will at best be used by 
smaller vendors to expose objects for building applications. 

Summarizing, there are still several challenges for IMS implementers and integrators left: 

• Correlation of charging records sent by IMS and by non-IMS nodes in real time is non-trivial 

• Implementation of dedicated charging mechanisms, like flow-based charging, requires significant 
architectural changes and infrastructure and may endanger compatibility to existing systems 

• IMS Roaming, which requires correlation of third-party charging records with own records, raises 
highly complex problems 

• Service Convergence: create more attractive packages for consumer and enterprise customers by 
combining voice, data, applications and media 

• Payment Convergence, i.e. a single solution to effectively manage prepaid and postpaid services 

• Partner Settlement: simultaneous  calculation of partner payments / end-user prices in real-time 

• High Performance Rating: rate millions of transactions per hour for all parties in the value chain 

• Profit Simulation: give marketing teams the power to define and test business models for new 
services with integrated simulation tools 

 



 212      Practical Experiences with an IMS-aware Location Service Enabler on Top of …

As far as the future of conventional billing platforms is concerned, the entire charging-related 3GPP 
specifications basically are a shift towards the network, and the billing platform will no longer per-
form mediation, rating and balance management. Of course, invoices will still be produced, but even 
that could be easily delegated to outside players like as SAP and Oracle as a complement to CRM 
services. Therefore, billing has to become part of understanding the real-time behaviour of the cus-
tomer, especially when service providers move to a service delivery platform that is designed to be 
highly flexible. Thus, in general the IMS significantly raises the need for intelligent and accurate 
billing systems that communicate with the network in real-time. Nevertheless, the importance of 
charging and billing in IMS cannot be overestimated, as there is the common conviction that the 
success or failure of IMS will vitally depend on the availability of charging models that are transpar-
ent and attractive for the user. 

5.2.  Quality-of-Service 

Since the early days of the Internet, Quality-of-Service (QoS) has been in the center of research and 
development activities both in industry and academia. Basically, the topic of QoS has emerged from 
the fundamental difference between the connection-oriented telephone network and connectionless 
packet-switched networks like the Internet. In the latter, resources are not explicitly allocated to in-
dividual pairs of hosts in the network, instead the available network capacity is shared at each link 
between several connections, leading to packet losses within connections at the links’ output buffers 
and potentially causing quality impairments at the receiving side. Besides the traditional view on 
QoS in terms of connection parameters like packet loss or delay, also system availability and per-
ceived quality become increasingly important, as bandwidth is often overprovisioned and the success 
of novel applications like Voice-over-IP (VoIP) mainly depends on user satisfaction. 

As an IP-based system, IMS will inevitably inherit most of the QoS problems of the Internet. 
However, in contrast to the Internet where users accept occasional QoS degradations, IMS users will 
most likely expect the same high quality levels as in circuit-switched networks, based on their ex-
perience with traditional mobile terminals. Taking into consideration the architecture of 3G net-
works, we can summarize the most important aspects of QoS in the IMS as follows: 

• QoS in the strict sense, i.e. packet loss, delay, delay variation, bandwidth: we may assume that 3G 
core networks will be sufficiently overprovisioned, and thus offer excellent QoS. Therefore, strict 
sense QoS problems will be limited to the radio access part, which is managed by means of PDP 
context activation, and therefore pretty much independent of functionalities defined in the IMS. 

• System availability:  IMS will be built on top of the existing IP infrastructure, and thus it will 
inherit all resilience problems of current IP networks. Therefore it is of utmost importance that 
the underlying core IP network is properly engineered in order to maximize IMS system reliabil-
ity [51][52]. For the IMS components themselves, attention must be paid to failover scenarios in 
which the components’ states need to be saved and transferred to backup working components. 
The goal is to advance the level of IMS availability to that of traditional telephony systems. 

• Perceptual QoS: The crucial point for a successful deployment of multimedia services is the QoS 
as perceived by the user (also known as “Quality-of-Experience” QoE [53]). For instance, by 
making appropriate choices concerning the content type, compression and network settings of 
VoIP [54] or video sequences [55], the perceptual quality of the multimedia content can be opti-
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mized. Even if we reduce the parameter space in our optimization to a minimum, the complexity 
of quality estimation and maximizing perceptual quality still remains very high [56]. 

• Optimizing perceived QoS: predict and maximize the perceptual quality for low resolution and 
low rate video and audio streaming services, with a focus on estimating the quality of IMS mul-
timedia streams at the user-level and finding optimal codec settings for different IMS streaming 
scenarios. In order to select optimal codec parameters, it is important to consider corresponding 
quality requirements based on human perception [57]. 

5.3.  IPv4/v6 Interworking 

Initially IMS was strictly based on exclusively using IPv6 in the IMS core nodes and in the termi-
nals. Only the CS domain and IP transport elements like the Radio Network Controller were allowed 
to either use IPv4 or IPv6 as transport protocol. But with version 6.3.0 of 3GPP TS 23.221 [58] the 
restrictive IPv6 policy has been softened and now it is also possible to use IPv4 for core elements 
and for the terminals. This tremendous IMS design modification allows implementing IMS networks 
which are completely relying on IPv4 alone or which are using a dual stack approach. 

But if no homogeneous IPv6 architecture is used, there are many interworking issues emerging. 
In some cases this could even lead to an interworking incompatibility as the following example 
demonstrates: 
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Figure 12: Simplified Home Roaming Scenario with IPv6-only IMS Nodes 

Figure 12 illustrates a typical “home roaming” scenario with the P-CSCF located in the home 
network. This roaming type is important especially for early IMS deployments, since the visited 
network will be most likely a 2G network. As the IMS network in this example is IPv6 only, any 
IPv4 terminal would be unable to register to IMS (this situation could occur if a customer unlocks an 
external IPv4 phone which has not been provided by the operator). 

But even IPv6 or dual stack terminals could fail to register if the visited IPv4 SGSN does not 
support the establishment of an IPv6 PDP context. Although SGSN and GGSN can communicate on 
a hop-by-hop basis via IPv4 GTP (GPRS Tunnelling Protocol), this is not sufficient for an end-to-
end IPv6 connection. So maybe there is no IMS roaming possible in this scenario. According to TR 
23.981 [59], this problem can be only solved by one of the following workarounds: 

• If possible the home operator should try to negotiate an agreement with his roaming partner in 
order to support and allow the establishment of IPv6 PDP context over the visited SGSN. 
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• The terminal could establish an IPv6 tunnel on top of the IPv4 PDP context. But this solution 
needs a tunnelling gateway for unpacking and terminating the tunnel. Furthermore this procedure 
increases the network overhead and requires additional processing power at the terminal. 

As a conclusion from this little exercise, an IPv4 or a dual stack approach may be only imple-
mented if the network elements follow the recommendations and guidelines of TR 23.981 [59]. Note 
further that the use of IPv4 is only allowed for early IMS installations – in the long term the 3GPP 
will demand to migrate towards IPv6 in any case. 

5.4.  Identity Management and USIM / ISIM Migration 

IMS introduces a novel user and service data model which defines the relationship between an IMS 
subscriber, its user identifier and the IMS service profiles. IMS subscribers are modelled as virtual 
entities with associated private user identifiers which identify a subscriber uniquely and are used for 
registration, authentication, authorization and accounting. Public identities following the SIP-URI  
[60][61] or the TEL-URI [62]  specifications are linked to private identities and are utilized for re-
questing communication to other users. Compared to the telecommunications environment, the pri-
vate identifier is similar to the International Mobile Subscriber Identity (IMSI), whereas the public 
identifier corresponds to the Mobile Subscriber ISDN Number (MSISDN). Note that service profiles 
contain service specific information such as properties for time depending call-forwarding or pres-
ence settings which can be linked to one or more public identities of the subscriber. 

IMS standard-based authentication is done via the IMS Subscriber Identity Module (ISIM) [63]. 
Similar to the Subscriber Identity Module (SIM), the ISIM is an application which resides on the 
Universal Integrated Circuit Card (UICC). It stores one private User Identity (UID) and one or more 
public UIDs which are allocated to the subscriber. While the private UID is used for authentication, 
the numerous public UIDs are used for the SIP-compliant addressing of the subscriber. Figure 13 
shows the correlation between the subscription and the several UIDs. Since IMS R6 it is even possi-
ble to use multiple private UIDs for the same subscriber which allows the subscriber to concurrently 
use multiple terminals. Furthermore the ISIM stores its home network domain name, as well as secu-
rity parameters like the Cipher- and Integrity-Key. 

 

IMS Subscription Private User Identity

Public User Identity 1

Public User Identity 2

Public User Identity 3  
Figure 13: Relationship between Private and Public User Identities in IMS Release 5 

Figure 14 illustrates the 3GPP Release 6 data model and shows a use-case where one subscriber 
owns multiple private identities (e.g. a private and a business SIM card) and concurrently uses sev-
eral terminals. With the business SIM, he is reachable via his TEL-URI and also his business identity 
“user.business@a1.net”. If the subscriber is registered only with his private identity, he is reachable 
via his TEL-URI and his private user identifier, while call forwarding settings apply for the TEL-
URI and his presence status is announced only for his private identity. 

In early IMS installations the ISIM application might not be available for the mobile terminals, 
moreover also non-IMS subscribers should be able to authenticate and to use IMS services, allowing 
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for smooth migration during IMS rollout. This can be achieved by using parameters stored in the 
2.5G Universal Subscriber Identity Module (USIM) application for generating temporary IMS au-
thentication credentials [7]. The trick is to derive the required Private UID, Public UID and Network 
Domain URI from the International Mobile Subscriber Identity (IMSI) stored at the USIM. Thus, for 
the given IMSI “232011234567890” of mobilkom austria such a temporary version of an UID could 
for instance look like “sip:232011234567890@ims.mnc01.mcc232.3gppnetwork.org”.  

Another intermediate solution standardized by 3GPP re-uses information from the bearer level: 
if a user sets up a data call in a GPRS or UMTS network, he is already authenticated on the IP access 
level. [64] specifies that the authentication server of the access network sends the identity from the 
IP boundary to the IMS core network, where this information is reused, thus transforming all users 
of GPRS/UMTS data services to potential IMS customers. 

Resulting from the open and extensible data model and the circumstance regarding the standard-
ized user entities, the problems to be handled during the integration phase of IMS include: 

• Most mobile operators do not have USIMs or ISIMs in the field up to now. Due to very high roll-
out expenses, intermediate solutions have to be utilized with limited functionality and security. 

• Surrounding systems such as provisioning, billing and CRM engines have to be adopted to sup-
port the new data model and system capabilities which may result in high integration costs. 

Simple and easy to use products have to be defined, where the powerful data model capabilities 
and the new service capabilities are bundled combined. 
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Figure 14: 3GPP R6 Data Model 

5.5.  Regulatory Aspects 

Regulatory authorities impose similar obligations to the IMS as they do to an ordinary Public Land 
Mobile Network (PLMN). This includes number portability, reliability and voice quality, lawful 
interception as well as handling of emergency calls. Since many of the regulatory issues are still not 
fully standardized, this field is still providing a number of significant challenges for future releases.  

Emergency Services 

The integration of emergency services into the IMS has been originally announced for R6, but is 
now postponed to R7 [65]. The first rule for a mobile terminal setting up an emergency session is to 
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use the CS network. Only if this is explicitly not desired by the operator, an IMS based emergency 
session shall be established. To this end, the Emergency CSCF (E-CSCF) is defined in [66]. The E-
CSCF is always located within the same network as the P-CSCF and routes the emergency session 
towards the emergency centre of its country. In the case of visited roaming this emergency centre 
will be the visited network, but for home roaming it would be in the home network, thus terminating 
the emergency call in the wrong country. In this case the (home) P-CSCF can reject the emergency 
session and force the terminal to place a CS emergency session in the roaming network. 
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Figure 15: IMS Architecture with Emergency-CSCF (simplified) 

Depending on local policies, the location of the terminal must be made visible to the emergency 
centre through the Location Retrieval Function (LRF). Furthermore the E-CSCF may query the ad-
dress of the proper emergency centre from the LRF. Figure 15 illustrates the location of the emer-
gency functions. The introduction of the LRF and E-CSCF brings up a bunch of new interfaces 
which are currently not yet defined by the 3GPP [65]. 

Lawful Interception 

Almost every regulatory authority in any country claims to implement lawful interception. In order 
to fight or prevent crime it is necessary to reveal communication information of a monitored user, 
e.g. session events, participating addresses or even the content of a multimedia session. 

To this end, the law enforcement agency is connected to several mediation functions via the HI1, 
HI2 and HI3 interfaces [67]. In order to avoid fraud, the access to these mediation functions must be 
only granted to authorized users. The mediation functions receive generic interception data and 
translate them into the country-specific format needed by the local law enforcement agency. The 
mediation functions decouple the network topology from the law enforcement agency, enabling sev-
eral agencies to concurrently perform a lawful interception without interfering each other. 

Figure 16 shows the concept of lawful interception. Requests from the law enforcement agency 
are transmitted via the Administration Function. Intercept Related Information (IRI), e.g. signalling 
events, is transported via the X2 interface, whereas Content of Communication (CC), e.g. media, is 
transported via the X3 interface. If transport security (IPsec) or compression (SigComp) mechanisms 
are applied, the interception should also work. Since the signalling messages are extracted at the P- 
or S-CSCF, they are in plain text format. If the media traffic is encrypted, the appropriate key should 
be also transmitted to the law enforcement agency. But if user-provided end-to-end encryption, en-
coding or compression is applied, it is not possible to trace the multimedia session [68], thus proprie-
tary end-to-end mechanisms have to be barred to be able to intercept under any circumstances. 
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Figure 16: Lawful Interception Interface Overview 

5.6.  Security and Authentication 

3GPP IMS provides a variety of measures to accomplish the high security requirements for the tele-
communications domain. Most mechanisms use the “Authentication and Key Agreement” (AKA) 
mechanism executed between the customer’s USIM/ISIM and the HSS on the SIP level. AKA im-
plements secure mutual authentication and keying material derivation on the core and user equip-
ment side, the provided keying material is utilized for integrity protection and encryption. SIP con-
trol data is protected by an IPSec tunnel between the user equipment and the P-CSCF, where the 
AKA-derived keys are utilized for IPSec tunnel keying.  

At the time being, the first operators deploy IMS production environments but there are many 
reasons why the security measures are not applicable as they were specified by 3GPP initially: 

• AKA-based mechanisms need USIMs/ISIMs which are used only in a minority of deployed cellu-
lar networks, due to the high migration costs for moving from GSM SIM cards to USIMs/ISIMs. 

• Handsets do not support IPSec encryption. 

• High bandwidth links like UMTS or HSDPA, over which encrypted SIP messages can be trans-
mitted without harming the quality of service too much, are not widely available right now. 

[64] has defined some intermediate security measures to overcome the mentioned problems. The 
main idea is to re-use identity information from the bearer level instead of AKA for authentication 
on the SIP level. Session setups on the bearer level are terminated on the home GGSN, which sends 
RADIUS messages containing user MSISDN, IMSI and IP-address to an external authentication 
server. RADIUS accounting messages are forwarded to the HSS, which re-uses the provided infor-
mation for extracting the user identity to IP relation for the IMS application level. When a client is-
sues a REGISTER procedure, the identity is registered implicitly, without deriving keying material, 
therefore AKA dependent mechanisms are not used. Thus, an intermediate security scenario is avail-
able, but of course the fundamental decision by the operators whether to go or not for USIM/ISIM 
depends on many more additional aspects.  

5.7.  User Equipment 

Success of services offered in an IMS network will largely depend on the availability of terminals 
that can be used to consume these services. Apart from a few prototypes, there are currently no mo-
bile terminals on the market that feature IMS-compatible user agent software. Mobile equipment 
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manufacturers face several challenges when developing terminals that support IMS based multime-
dia services, e.g. support of IMS authentication (USIM/ISIM authentication), IPv6, SIP/SDP/RTP 
and XCAP protocol stacks, XML parser, audio/video codec implementations (either in hardware or 
software), encryption, concurrent execution of several sessions/connections (e.g. voice, video, in-
stant messaging, presence), integration of IMS call history, message history, contacts, buddy lists or 
presence data with standard mobile phone applications like address book, caller list, message store 
etc.,  and finally over-the-air provisioning of IMS configuration parameters.  

This list of requirements shows that only terminal hardware platforms with excellent CPU per-
formance, large memory size, support for many active I/O ports and above all sufficient battery ca-
pacity will be usable to implement IMS services. Furthermore operating systems of the mobile ter-
minals have to support concurrency on a level similar to a standard PC operating system. 

In this context, we have gained some practical experience by implementing a prototype IMS 
messaging and presence agent based on the Java 2 Platform Micro Edition (J2ME). By deploying 
this software on currently available phones we have learned the following lessons: 

• Support for JSR-180 (SIP-stack) is still weak. We had to use a SIP stack that is available in 
source code (sip-for-me) in order to get presence and TCP support 

• Available memory strongly restricts the number of java libraries (e.g. for XML processing). 

• Processing delay of a large SIP message containing XML in the body can be larger that the retry 
timeout of the requestor. 

• Do not expect that the Maximum Transfer Unit (MTU) of a UDP packet has the same size than in 
an Ethernet network. We were forced to switch our implementation to TCP because the UMTS 
network we used for our experiments supported only an MTU size of 512 bytes. 

• TCP over an UMTS network adds considerable delay to the communication (1.5 RTTs at connec-
tion set-up time and 1 RTT for every packet sent). We measure 1 RTT of the UMTS network in 
our experiments to be about 150 ms. 

User experience with respect to user interfaces, feature levels, quality of service or cost of packet- 
oriented multimedia services is currently built up in the Internet by closed services like Skype. The 
telecommunication industry is still facing a huge task to develop open standard-based IMS services 
to a comparable level, and IMS-enabled user equipment plays a crucial role in this task because the 
user will judge the IMS system by the user agent software. 

5.8.  Service Issues 

Figure 1 has already depicted the technological alternatives for plugging application servers on top 
of the SIP ISC interface, namely OSA/Parlay, native SIP or CAMEL. Which service platform will be 
the appropriate one to satisfy the requirements for innovative services and short time to market?  At 
the time of writing, IMS test applications are developed by network operators, like in the old times 
of IN, although IMS offers a unique chance of expose to third party applications important service 
functionality such as a negotiated quality of service, a flexible charging service, many valuable ser-
vice enablers, roaming, service composition engines, etc. 

Excluding the CAMEL interconnection, which is needed to support legacy services, our findings 
are, that OSA gateways cannot match well the ISC interface for the precise reason they have been 
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specified for: OSA gateways provide a given set of network independent capabilities like call con-
trol, messaging, etc, whereas SIP is extensible and can transport application specific data in addi-
tional headers and body of its messages. Thus, in a simple application the terminal may insert appli-
cation commands or parameters in a SIP INVITE message, instead to develop an additional applica-
tion protocol, however this information cannot be transported by the OSA capabilities to the applica-
tion. 

For the third technological alternative, the native SIP application server, we need to find more 
efficient ways to communicate with the IT world, using for example web service interfaces. Espe-
cially when these interfaces open up to third parties and become contract interfaces, we need a pol-
icy framework such as the one specified by OMA [69] . 

6.  Conclusion and Outlook 

This paper has been devoted to main results of the two projects CAMPARI and SIMS, performed at 
the Telecommunications Research Center Vienna (ftw.). We focus on the “IMS in a Bottle” testbed 
and a novel architecture for a terminal-based IMS Location Service which scales better and is more 
accurate, efficient and cost effective than current network-based location architectures. 

In the IMS core network, current and future work is focused on charging, migration, interwork-
ing, identity management, security, and regulatory aspects as well as on extensive measurement-
based performance evaluations. As far as IMS services are concerned, we work on an extension of 
SIP event filtering specifications and mechanisms in order to express and implement complex trig-
gering criteria in the mobile terminal. Furthermore, we are in the course of implementing a prototype 
system in order to prove our concept in a reference implementation, and finally we intend to contrib-
ute to the 3GPP/IMS standardisation process with the aim to add the IMS location enabler to the 
family of basic enablers such as presence and messaging. 

Of course, work on IMS by far has not yet come to a conclusion. After 3GPP Release 6 (R6) has 
been completed in mid 2005, work on R7 has started and is expected to focus on leftovers from the 
R6 as well as defining fixed broadband access via IMS, policy issues, voice call handover between 
CS, Broadband Wireless Access/IMS and enhanced end-to-end QoS mechanisms. This work aims at 
a complete vision of IMS invoked by network operators and equipment suppliers where IMS is de-
scribed as the major means to integrate voice and data services over a packet-based infrastructure, to 
deliver end-to-end QoS for high quality VoIP, and to converge wireline and wireless infrastructures 
under a common set of end-to-end signalling and billing mechanisms. The architectural complexity 
of IMS and its gradual growth from release to release is not just the by-product of its slow evolution 
through the standardization process, but also reflects the need to accommodate cellular providers as 
they gradually move away from their circuit-switched voice networks towards packet-oriented mo-
bile data networks. Recently, cellular providers are also looking for new ways to integrate Wi-Fi and 
WiMAX (Broadband Wireless Access) technologies in their sweeping vision of IMS. 

There is a unanimous worldwide support among existing telephony service providers, equipment 
suppliers and international standardization bodies for the IMS billing and control vision as the basis 
for ITU’s umbrella concept of Next Generation Network (NGN). The process of fitting IMS into 
ITU’s NGN is performed by the ETSI TISPAN group which is responsible for all aspects of stan-
dardization for present and future converged networks. This covers service, architecture and protocol 
aspects along with QoS and security studies as well as mobility aspects within fixed networks using 
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existing and emerging technologies and includes terminology adjustments as well as substantial 
changes aligning IMS to existing carrier architectures and planned migrations. 

Finally, [70] provides possible IMS architectural enhancements necessary in the 3GPP system to 
support fixed broadband access to IMS, e.g. as stated in the initial ETSI TISPAN release 1. For the 
IMS core, 3GPP intends to develop specifications or changes to specifications necessary to enable 
reuse of IMS as a platform for session control in systems with fixed broadband access. R7 also 
specifies service requirements for “Combining CS and IMS services” using a CS speech or CS mul-
timedia call in association with an IMS session, introducing mechanisms to manage and guarantee 
end-to-end QoS, packet-switched emergency calls over IMS, policy control and IP-flow based 
charging, and conference capabilities and group management. Of course, even if the list of new R7 
features is already comprehensive, it will be likely extended further until standardization work of 
this release is frozen. 
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Appendix: List of Acronyms 

3G 3rd Generation 
3GPP 3rd Generation Partnership Project 
A-BPS Network-Assisted GPS 
AKA Authentication and Key Agreement 
API Application Programming Interface 
AS Application Server 
AVP Attribute Value Pairs 
BGCF Breakout Gateway Control Function 
CC Content of Communication 
CCF Charging Collection Function 
CDR Charging Data Record 
COTS Commercial Off The Shelf 
CRM Customer Relationship Management 
CS Circuit Switched 
CSCF Call Session Control Function 
DHCP Dynamic Host Configuration Procotol 
DNS Domain Name Server 
DCCA Diameter Credit Control Application 
E-CSCF Emergency CSCF 
EDGE  Enhanced Data Rates for GSM Evolu-

tion  
GEOPRIV Geographical Location and Privacy 
GERAN GPRS EDGE Radio Access Network 
GGSN GPRS Support Node 
GML Geography Markup Language 
GMLC Gateway Mobile Location Center 
GPRS General Packet Radio Service 
GPS Global Positioning System 
GSM  Global System for Mobile communica-

tions 
GTP GPRS Tunneling Protocol 
GUI Graphical User Interface 
HDD Hard Disk Drive 
HLR Home Location Register 
HSDPA High Speed Downlink Packet Access 
HSS Home Subscriber Service 
ICE Intercepting Control Elements 
ICID IMS Charging Identifier 
I-CSCF Interrogating CSCF 
IETF Internet Engineering Task Force 
IFC Initial Filter Criteria 
IMS IP Multimedia Subsystem 
IMSI  International Mobile Subscriber Iden-

tity 
I/O Input/Output 
IP Internet Protocol 
IPDL Idle Period Downlink 
IRI Intercept Related Information 
ISIM IMS Subscriber Identity Module 
ITU  International Telecommunications 

Union 
J2ME Java 2 Platform, Micro Edition 
LBS Location-Based Service 
LCS Location Service 
LIMS-IWF Location IMS – Interworking Function 
 

LRF Location Retrieval Function 
MGCF Media Gateway Control Function 
MGW Media Gateway 
MRFC Media Resource Function Controller 
MRFP Media Resource Function Processor 
MSC Mobile Switching Center 
MSISDN Mobile Subscriber ISDN Number 
MTU Maximum Transfer Unit 
NAT Network Address Translation 
NGN Next Generation Network 
OCS Online Charging System 
OMA Open Mobile Alliance 
OTDOA Observed Time Difference of Arrival 
P-CSCF Proxy CSCF 
PDF Policy Decision Function 
PDP Packet Data Protocol 
PES Presence Edge Server 
PIDF Presence Information Data Format 
PLMN Public Land Mobile Network 
PS Packet Switched 
PSTN Public Switched Telephone Network 
PUA Presence User Agent 
QoE Quality of Experience 
QoS Quality of Service 
R5/6/7 Release 5/6/7 
RLS Resource List Server 
RPID Rich Presence Information Data 
RTT Round Trip Time 
SBLP Service Based Local Policy 
S-CSCF Serving CSCF 
SDP  Session Description Protocol 
SER SIP Express Router 
SGSN Serving GPRS Support Node 
SGW Signalling Gateway 
SIM Subscriber Identity Module 
SIMPLE  SIP for Instant Messaging and Presence 

Leveraging Extensions   
SIP Session Initiation Protocol 
SLF Service Location Function 
TCP Transmission Control Protocol 
UA User Agent 
UDP User Datagram Protocol 
UE User Equipment 
UICC Universal Integrated Circuit Card 
UID User Identity 
UMTS Universal Mobile Telecommunication 

System 
URI Uniform Resource Identifier 
USIM Universal Subscriber Identity Module 
WAN Wide Area Network 
WE WAN Emulator 
WLAN Wireless Local Area Network 
WLS Watcher List Server 
XCAP XML Configuration Access Protocol 
XML Extensible Markup Language 
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