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Abstract

Breast cancer is a fatal disease affecting women, and early detection and
proper treatment are crucial. Classifying medical images correctly is the first
and most important step in the cancer diagnosis stage. Deep learning-based
classification methods in various domains demonstrate advances in accuracy.

However, as deep learning improves, the layers of neural networks
get deeper, raising challenges, such as overfitting and gradient vanishing.
For instance, a medical image is simpler than an ordinary one, making it
vulnerable to overfitting issues.

We present breast histopathological classification methods with two deep
neural networks, Xception and LightXception with aid of voting schemes
over split images. Most deep neural networks classify thousands classes of
images, but the breast histopathological image classes are far fewer than
those of other image classification tasks. Because the BreakHis dataset is
relatively simpler than typical image datasets, such as ImageNet, applying
the conventional highly deep neural networks may suffer from the afore-
mentioned overfitting or gradient vanishing problems. Additionally, highly
deep neural networks require more resources, leading to high computational
costs. Consequently, we propose a new network; LightXception by cutting
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off layers at the bottom of the Xception network and reducing the number
of channels of convolution filters. LightXception has only about 35% of
parameters compared to those of the original Xception network with minimal
expense on performance. Based on images with 100X magnification factor,
the performance comparisons for Xception vs. LightXception are 97.42% vs.
97.31% on classification accuracy, 97.42% vs. 97.42% on recall, and 99.26%
vs. 98.67% of precision.

Keywords: Breast cancer classification, image classification, BreakHis
dataset, lightweight network, medical image.

1 Introduction

Breast cancer is a common malignancy in women. [1] reports a 5-year related
survival of breast cancer of 90% and death rate of 20%. Early discovery
of cancer is significant to treating the cancer in proper time and preventing
deaths.

Therefore, it is important to classify medical images correctly. In the
past few years, machine learning has been adapted and advanced in vari-
ous domain, such as medical image classification, health monitoring, and
more. Before deep learning, studies in medical image classification used
traditional feature extractors, but currently, most of the researches utilize deep
learning-based classifiers for its superior performance.

We propose deep neural networks for breast cancer classification using
BreakHis dataset. We used Xception network as the base network to identify
the type of tumor. Most deep neural networks categorize numerous images
into thousands of classes. However, because medical image datasets have a
smaller number of images with fewer classes compared with other image
data sets, we may not need the complex network, such as the original
Xception network, for medical image classifications. Therefore, we lightened
the Xception network, named LightXception network, by removing layers
at the bottom of the neural network and reducing the number of channels
of the convolution filters. LightXception has about 7.9 million parameters,
while Xception has about 22.1 million parameters, which is only about 35%
of the size of Xception. However, the classification accuracy of breast cancer
images is not significantly degraded. We also propose a voting scheme based
on split image classification, in which a cancer image is divided into six split
images and the final class decision is made based on the results of six split
images.
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The remainder of this paper is organized as follows. In Section 2, related
work of our research is described. Section 3 states our proposed network for
breast classification. Then the evaluation method and results are shown in
Section 4 and the paper is concluded in Section 5.

2 Related Work

2.1 Medical Image Classification

Image classification algorithms have advanced greatly in the last decade.
AlexNet [2] is the first image classification algorithm to use GPU to achieve
faster parameter calculation compared with previous image classification
algorithms, and triggered the development of networks with lengthy hidden
layers, such as [3–7]. In [3], C. Szegedy et al. present an inception v3
module that builds the neural network deeper, using 1x1 convolution to
prevent overfitting and vanishing gradient problems. Xception network [4]
is a network based on an inception module with a deeper network and
increased parameters. For the Xception network, the inception module was
replaced with a separate depthwise convolution comprising a depth-wise and
a pointwise convolution. A depthwise convolution is an independent spatial
convolution for each channel, and pointwise convolution is a 1x1 convolution
that projects into a new channel space. Table 1 illustrates the comparison of
classification performances and Table 2 shows the comparison of the number
of parameters in Inception V3 and Xception networks. These comparisons
demonstrate Xception outperforms Inception V3 with fewer parameters.

Based on image classification, medical image classification has been
investigated to improve classification performance and to provide medical
services remotely. [11] surveys deep learning-based methods for lung nodule

Table 1 Classification performance comparison [4]
Top-1 Accuracy Top-5 Accuracy

VGG-16 0.715 0.901
Inception V3 0.782 0.941
Xception 0.790 0.945

Table 2 Size comparison [4]
Parameters Counts

Inception V3 23,626,728
Xception 22,855,952
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classification and reports that [12] and [13] show the best performance on
lung nodule classification with [12] achieving 88.96% and [13] 89.99%
accuracy.

Most deep neural networks are developed in an environment where GPU
resource is unlimited. Since the actual devices using neural networks have
more restricted resources compared with the development environment, neu-
ral network applicable in restricted environments, such as mobile phones have
been investigated.

In [8], J. Shihadeh et al. propose a skin cancer image classification
based on AlexNet [2] and GoogLeNet [19] for remote medical diagnosis.
The application developed on a light computer node, Nvidia Jetson TX2,
achieved 74.57% accuracy. In [9], H. W. Huang et al. present a lightweight
skin cancer classification network for cloud application and remote medical
services based on EfficientNet [10], achieving 72.1% accuracy.

2.2 Researches Related to BreakHis Dataset

In [14], F. A. Spanhol et al. publish the BreakHis (Breast Cancer Histopatho-
logical Image Classification) dataset, composed of 9,109 microscopic images
of breast tumor tissue collected from 82 patients using varying magnifying
factors of 40×, 100×, 200× and 400×. The dataset includes 2,480 benign
and 5,429 malignant samples and its image resolution is 700×460 pixels.
The dataset comprises two main groups; benign and malignant tumors. The
BreakHis data is structured as illustrated in Table 3 and Figure 1 illustrates
samples of BreakHis dataset with different magnification factors.

In [14], F. S. Spanhol et al. research breast histopathological image
classification for the first time, based on BreakHis dataset. They study breast
cancer image classification by utilizing traditional descriptors and classifiers.
Further, [15, 16], F. S. Spanhol et al. replace traditional descriptors and
classifiers with a deep feature extractor and deep neural network, DeCAF
feature and AlexNet, for image classification. Moreover, several institutes
conducted studies [18, 20, 21, 24] on breast cancer image classification based

Table 3 BreakHis dataset composition
Magnification Benign Malignant Total

40× 652 1,370 1,995
100× 644 1,437 2,081
200× 623 1,390 2,013
400× 588 1,232 1,820

Total of Images 2,480 5,429 7,909
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(a) 40× (b) 100×

(c) 200× (d) 400×
Figure 1 Samples of BreakHis dataset [14].

on the BreakHis dataset. In [18], B. Wei et al. present a BiCNN network
based on GoogLeNet [19], acquiring classification accuracy of 97.89% for
40×, 97.64% for 100×, 97.56% for 200× and 97.97% for 400×. In [20]
A. A. Nahid et al. propose classification models based on CNN, which have
the capability of extracting features and LSTM, which can take advantage
of long-term dependencies of the data sequences. The model combining
CNN and LSTM shows the classification accuracies of 84.33% for 40×,
86% for 100×, 85% for 200× and 85.71% for 400×. In [21] X. Li et al.
suggested breast cancer image classification using interleaved DenseNet [22]
with SENet [23] achieving accuracy performance of 87.1% for 40×, 81.9%
for 100×, 84.4% for 200× and 84% for 400×. Kassani S. H. et al. present
an ensemble model of multiple CNNs, VGG-16 [25], MobileNet [26] and
DenseNet [22] for breast cancer image classification in [24] achieving clas-
sification performance of 98.13% accuracy, 98.75% precision, 98.54% recall
and 98.64% F1 score.

3 Methodology

3.1 LightXception – Lightening the Network

[26, 27] are developed for mobile architecture by making the architecture
thinner, extremely reducing the number of parameters of neural networks.
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Figure 2 Overall breast cancer classification process with proposed neural networks.

Accuracy decrease due to extremely reduced parameters is inevitable, but this
decease in accuracy has been minimized by introducing up-to-date concepts,
such as depth-wise separable convolution and inverted residuals. This is
the main reason we utilize Xception—a neural network for breast cancer
classification—rather than a mobile neural network, which is more focused
on speed and efficiency over accuracy. Misclassification could be deadly for
patients.

Therefore, we propose a LightXception network based on the Xcep-
tion network for breast cancer histopathological image classification. The
LightXception network is defined by removing layers at the bottom of the
network and reducing the number of channels of convolution filters. Xception
network was developed for image classification, targeting the ImageNet
dataset, which comprises thousands of classes of images. To categorize
these classes of images, an elaborate network is necessary. However, the
BreakHis dataset [14] comprises relatively lesser number of microscopic
images, far fewer than the general image dataset. The network is lightened to
prevent overfitting and gradient vanishing challenges while saving computing
resources.

3.2 Fine-tuning the Networks

Both the original Xception and LightXception are fine tuned to achieve
higher classification performance using Keras Framework [28]. The BreakHis
dataset was divided into 5 groups; 4 training groups and a group for evalua-
tion. The neural network was fine-tuned 5 times, that is, a 5-fold validation.
Since the microscopic image size of the BreakHis dataset is 700×460 pixels,
it is essential to resize the image to match the network’s required input
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(a) Original image

(b) Split image

Figure 3 Samples of original image and split images.

image size. However, downscaling the image may cause information loss.
Therefore, the image is split into 6 pieces with the resolution of 299×299
pixels to match the input size of the network. The split images are overlapped
with each other due to the image resolution. Figure 3 is an illustration of an
original image and consequent split images.

Table 4 illustrates the parameters for fine-tuning the networks. The exist-
ing ImageNet weights are used as it is difficult to find the optimal weight
of the neural network from all zero weights. ImageNet weights are used for
both of the original Xception and LightXception by reshaping the ImageNet
weights in line with the LightXception network architecture. Additionally,
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Table 4 Parameters for fine-tuning the networks
Batch Size 32
Optimizer AdaDelta
Learning Rate 0.9
Class Weight {3.0, 1.0}
Loss Function Huber loss
Early Stopping 250

Table 5 Data augmentation parameters
Horizontal Flip True
Vertical Flip True
Fill Mode “nearest”
Width Shift Range 0.2
Height Shift Range 0.2
Zoom Range 0.2
Rotation Range 180

the class weight is set to 3.0 for benign tumor and 1.0 for malignant tumor as
the number of benign tumor images is fewer than malignant tumor images,
as illustrated in Table 1. Early stopping is applied with an extra 250 epochs
to prevent overfitting challenges. Also, data was augmented using parameters
illustrated in Table 5 with the data augmentation generator provided by the
Keras Framework.

3.3 Voting Scheme with Split Images

The final decision on the tumor type is made based on the six network outputs
for each split image. Each microscopic image is split into six small images,
with a resolution of 299×299 pixels, with an overlap allowance as afore-
mentioned. Then each split image is fed into the classification network and
the probability of breast tumor classes, which are for benign and malignant
tumor, acquired in the format of [benign probability, malignant probability].
Figures 4 and 5 illustrate the two voting schemes we are proposing. Fig-
ure 4 shows a classification method that considers a threshold value. The
probability of breast tumor type for each piece of image is obtained from
the networks. If the probability of malignant is higher than 90%, then the
tumor is classified as malignant tumor class. If the count of pieces classified
as malignant is larger than the threshold value, then the image is classified as
malignant tumor image. In this experiment, the best performance is acquired
for the threshold value of 3.
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Figure 4 Classification module pipeline by using threshold value.

Figure 5 demonstrates a classification method of averaging the probabil-
ities. Similar to the threshold method, a microscopic image is split into 6
pieces and each piece is put into the classification network and probabilities
of breast cancer types are acquired. If absolute difference between the proba-
bilities of benign and malignant tumor type is less than α for a certain piece of
image, the piece is obscure and is not used for classification. The probabilities
for malignant and benign types are averaged separately over the remaining
pieces. If the averaged probability for malignant class plus β, which is a
control weight introduced because of the imbalanced dataset, is higher than
the averaged probability for the benign class, the image is classified as a
malignant tumor class. α was set to 0.5 and β to 0.1 for evaluation.
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Figure 5 Classification module pipeline by calculating average.

4 Evaluation

4.1 Whole Image Analysis

The evaluation of the networks was performed on the full image analysis to
check the validity of the voting scheme with split images for Xception and
LightXception using measures of precision, recall, accuracy and F1 score,
which are calculated with TP (True positive), TN (True negative), FP (False
positive), and FN (False negative). TP represents a classified positive when it
is actually positive and TN a classified negative when actually it is negative.
FP represents that is classified positive, but the answer is negative and FN
indicates that is classified negative but is positive. In other words FP and FN
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Table 6 Evaluation Results on original Xception for whole image
Magnification Precision Recall Accuracy F1 Score
40× 99.78 99.78 99.70 99.78
100× 99.65 99.04 99.10 99.35
200× 99.86 99.14 99.30 99.49
400× 99.84 99.49 99.34 99.51

Table 7 Evaluation Results on LightXception for whole image
Magnification Precision Recall Accuracy F1 Score
40× 97.85 97.23 96.59 97.51
100× 93.14 90.81 88.41 91.68
200× 97.51 94.53 94.49 95.82
400× 96.76 95.54 95.82 96.12

are errors that are mis-classified.

Precision =
TP

TP + FP
× 100 (1)

Recall =
TP

TP + FN
× 100 (2)

Accuracy =
TP + TN

TP + TN + FP + FN
× 100 (3)

F1 Score = 2× (Precision × Recall)

(Precision + Recall)
(4)

In case of full images, an image is classified as a malignant tumor if the
predicted probability of the malignant type is higher than 90%. Tables 6 and 7
illustrate classification performance results for full histopathological images.

4.2 Split Images-based Classification

Tables 8 and 9 illustrate evaluation results based on Xception and LightX-
ception using the averaging voting scheme, respectively. Tables 10 and 11
indicate evaluation results using the threshold voting scheme. The evaluation
results demonstrate Xception obtains similar evaluation results regardless
of classification module used, but LightXception has higher classification
performance when using a classification module.

These evaluation results demonstrate that a similar Xception network
performance is achievable with LightXception, which has only a little bit
over 35% of the number of parameters of Xception network.



1924 S. Kim and K. Yoon

Table 8 Evaluation Results on Xception for split images with voting scheme (Averaging)

Magnification Precision Recall Accuracy F1 Score

40× 99.86 98.69 99.00 99.26

100× 99.26 97.42 97.42 98.32

200× 98.99 98.92 98.56 98.95

400× 99.36 99.11 98.96 99.23

Table 9 Evaluation Results on LightXception for split images with voting scheme
(Averaging)

Magnification Precision Recall Accuracy F1 Score

40× 99.10 96.35 96.89 97.70

100× 98.67 97.42 97.31 98.04

200× 97.87 97.91 97.07 97.88

400× 98.59 96.10 96.43 97.33

Table 10 Evaluation Results on Xception for split images with voting scheme (Threshold)

Magnification Precision Recall Accuracy F1 Score

40× 99.86 98.76 99.05 99.30

100× 99.00 97.84 97.84 98.40

200× 98.92 98.99 98.56 98.96

400× 99.44 99.11 99.01 99.27

Table 11 Evaluation Results on LightXception for split images with voting scheme
(Threshold)

Magnification Precision Recall Accuracy F1 Score

40× 98.15 98.54 97.69 98.33

100× 97.87 98.19 97.26 98.02

200× 97.26 98.87 96.87 97.87

400× 97.97 97.16 96.70 97.55

Table 12 Performance differences between original Xception and LightXception
(Averaging)

Magnification Precision Recall Accuracy F1 Score

40× 0.75 2.34 2.11 1.56

100× 0.59 −0.00 0.12 0.28

200× 1.12 1.01 1.49 1.08

400× 0.77 3.00 2.53 1.90
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Table 13 Performance differences between original Xception and LightXception
(Threshold)

Magnification Precision Recall Accuracy F1 Score
40× 1.71 0.22 1.36 0.97
100× 1.13 −0.35 0.158 0.38
200× 1.74 0.12 1.69 1.09
400× 1.47 1.95 2.32 1.72

Table 14 Breast classification performance comparison
Magnification Factor

Method 40× 100× 200× 400×
Spanhol et al. [15] 89.5 85.0 84.0 80.8
Spanhol et al. [16] 84.6 84.8 84.2 81.6
Wei, B. et al. [18] 97.8 97.6 97.6 98.0
Li, X. et al. [21] 89.1 85.0 87.0 84.5
Kassani, S. H et al. [24] – – 98.8 –
Xception 99.0 97.4 98.6 99.0
LightXception 96.9 97.3 97.1 96.4

In addition, as illustrated in Table 11, LightXception provides one of the
top performances in breast histopathological image classification.

5 Conclusion and Future Work

We propose a breast histopathological image classification neural network
based on Xception, one of the best performing classification neural network.
We evaluated the classification performance of original Xception and the
proposed LightXception, in which we reduced the number of parameters
to 35% of the original Xception by reducing the number of layers and
convolution channels.

As a trade-off to the reduction of parameters, the accuracy of LightX-
ception is decreased by not greater 1.9% based on the F-1 score. Moreover,
the proposed network, when applied with a voting scheme, shows excellent
performance compared with previous research results.

However, there are more lightweight neural networks like the MobileNet
and ShuffleNet, which are lighter than the proposed neural network. We
plan to utilize these mobile networks to further reduce parameters without
degradation. We will expand the classification class from binary to several
sub-classes as this will be helpful in providing additional information for
treatment.
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