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Abstract 
           This paper addresses the problem of estimating the population variance of variable of 

interest using information on an auxiliary variable in sample surveys. A new class of ratio-type 

estimators is proposed. In addition to some existing estimators, large number of consistent and 

inconsistent estimators has been identified as a member of the proposed class of estimators. The 

bias and mean square error of the proposed class of estimators are obtained to the first order of 

approximation. The minimum mean square error of the proposed class of estimators is also 

obtained. The proposed class of ratio-type estimators has been compared with the usual unbiased 

estimator and ratio-type estimators. An empirical study has been carried out to assess the 

performance of the proposed estimator. 
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1. Introduction  
           In manufacturing industries and pharmaceutical laboratories sometimes 

researchers are interested in the variation of their products. To measure the variations 

within the values   of the study variable y, the problem of estimating the population 

variance
2

yS of the study variable y also received a considerable attention in survey 

sampling, see Jhajj et al. (2005). It is well known that the use of auxiliary information 

at the estimation stage improves the estimates of population parameters such as the 

population mean Y or total )( YY = , variance 
2

yS and coefficient of variation  

)/( YSC yy =   etc. of the study variable y. Ratio , product and regression methods of 

estimation are good examples in this context.  It is assumed that the population variance
2

xS    of the auxiliary variable x is known in advance. In this situation, several authors 

including Das and Tripathi (1978), Srivastava and Jhajj (1980), Isaki (1983), Singh et 

al. (1988), Prasad and Singh (1990, 1992), Biradar and Singh (1994, 1998), Upadhyaya 

and Singh (1999, 2001),  Kadilar and Cingi (2006, 2007), Singh and Solanki (2013) and 
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Singh et al. (2013) etc. have paid their attention towards the estimation of population 

variance
2

yS .  

 

            Consider a finite population { }Ni UUUUU ,..,,..,, 21= consisting of N units. 

Let y and x be the study and auxiliary variables with population meansY and X
respectively. Let there be a sample of size n drawn from the population U using simple 

random sampling without replacement (SRSWOR). Let
2

ys  and 
2

xs be the sample 

variances with devisors (n-1) for variables y and x, which are unbiased estimators of the 

population variances
2

yS  and
2

xS respectively. Let )/( YSC yy =   and 

)/( XSC xx = be the coefficients of variation of y and x respectively, and ρ the 

coefficient of correlation between y and x. We assume that all parameters of the 

auxiliary variable x are known, see, Gupta and Shabbir (2008, p.58).  

            Further in what follows, we shall use the following notations: 

1Q : First (lower) quartile of the auxiliary variable x 

3Q : Third (upper) quartile of the auxiliary variable x 

)( 13 QQQ r −= : Inter- quartile range of the auxiliary variable x 

2/)( 13 QQQd −= : Semi- quartile range of the auxiliary variable x 

2/)( 13 QQQ r += : Semi- quartile average of the auxiliary variable x 

              

Let
222

0 /)( yyy SSse −= and 
222

1 /)( xxx SSse −=  be such that 0)()( 10 == eEeE . 

Also ignoring finite population correction (fpc) term and to the first degree of 

approximation, we have 

( )1)()1()( 240

2

0 −=−= yeE βγλγ , 

( )1)()1()( 204

2

1 −=−= xeE βγλγ , )1()( 2210 −= λγeeE , 

where n/1=γ , )/( 2/

20

2/

02

qp

pqpq µµµλ = , ( ) ( )∑ −

− −−=
N

i

q

i

p

ipq XxYyN
1

1µ
,  

(p,q) being non negative integers, and 
2

2040240 /)( µµβλ == y ,

2

0204204 /)( µµβλ == x are the coefficients of  Kurtosis of y and x respectively.                  

             Recall that the variance /MSE (ignoring finite population correction term) of the 

usual unbiased estimator  

( )∑ =

− −−==
n

i iy yynsl
1

212

0 )1( ,                                                         (1) 

 is given by 

)1()()( 40

4

00 −== λγ ySlMSElV ,                                                         (2) 

Isaki (1983) suggested the following ratio estimator for population variance  
2

yS  

defined by 
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( )222

1 xxy sSsl =                                                                                          (3) 

The bias and mean square error (MSE) of 
1l  ignoring finite population correction (fpc) 

term are given as 

          
)1)(1()( 04

2
1 kSlB y −−= λγ ,                                                                    (4)

 

    

[ ])21)(1()1()( 0440
4

1 kSlMSE y −−+−= λλγ ,                                     (5) 

where )1()1( 22

1

04 −−= − λλk . 

           The remaining part of the paper is organized as follows: In Section2, an 

improved class of ratio-type estimators of population variance 2
yS  has been suggested 

and expressions of its bias and mean square error to the first degree of approximation 

are obtained. Section 3 provides efficiency comparisons, while Section 4 has focused 

on empirical study of proposed class of estimators. Section 5 finished off the paper with 

final remarks. 

 

2. The proposed class of estimators 

            We consider the following class of estimators of population variance 2
yS  as 















+

+
=

22

22
2

xx

xx
y

dScs

bsaS
sl ,                                                                                  (6) 

where ),,,( dcba  are suitably chosen scalars such that 0>l . Scalars ),,,( dcba  

may assume real values as well as parametric values such as 
yC  (coefficient of 

variation of y), xC  (coefficient of variation of x), ρ  (correlation coefficient between y 

and x),
 

)(1 xβ  (coefficient of skewness of x), )(2 xβ  (coefficient of kurtosis of x), etc. 

It is to be noted that for suitable choices of the scalars ),,,( dcba  , the proposed class 

of estimators l reduces to the set of some  known consistent estimators of 2
yS

 
given in 

Table 1.  

To obtain the bias and mean square error (MSE) of the proposed class of estimators l, 

we express l at (6) in terms of
0e and

1e  as 
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1

12110

2 )1)(1)(1( −+++







+
+

= eeeS
dc

ba
y θθ                                           

              
1

12110

2 )1)(1)(1( −+++= eeeAS y θθ ,                                                    (7) 

where )/()( dcbaA ++= , )/(1 bab +=θ and )/(2 dcc +=θ . 

We assume that 112 <eθ  so that 
1

12 )1( −+ eθ is expandable .Now expanding the 

right hand side of (7) and multiplying out, we have  

           .]..1[ 2

1

2

2

2

12110212101110

2 eeeeeeeeeASl y θθθθθθθ +−−−+++=  

              ...])()()(1[ 2
121210211210

2 eeeeeASy θθθθθθθ −−−+−++= ,             (8) 

where )( 21 θθθ −= . 

 

Constants 
Estimator 

a b c d 

1 1 l 1 
2

0 ysl = [The usual unbiased estimator] 

1 0 1 0 )/( 222
1 xxyR sSsll == [Isaki (1983)] 

2

2

x

xx

S

CS −
 0 1 

2
x

x

S

C
−  















−

−
=

xx

xx
y

Cs

CS
sl

2

2
2

2 [Kadilar and Cingi (2006)] 

2

2
2 )(

x

x

S

xS β−
 0 1 

2

2 )(

xS

xβ
−  
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−
=

)(

)(

2
2

2
2

2
3

xs

xS
sl

x

x
y

β

β
[Kadilar and Cingi (2006)]

 

2

2
2 )(

x

xx

S

CxS −β
0 )(2 xβ  2

x

x

S

C
−  















−

−
=

xx

xx
y

Cxs

CxS
sl

)(

)(

2
2

2
2

2
4

β

β
[Kadilar and Cingi (2006)] 

2

2
2 )(

x

xx

S

xCS β−
0 xC  

2

2 )(

xS

xβ
−  















−

−
=

)(

)(

2
2

2
2

2
5

xCs

xCS
sl

xx

xx
y

β

β
[Kadilar and Cingi (2006)] 

2

1
2

x

x

S

QS +
 0 1 

2

1

xS

Q
 















+

+
=

1
2

1
2

2
6

Qs

QS
sl

x

x
y [Subramani and Kumarapandiyan (2012)] 

2

3
2

x

x

S

QS +
 0 1 

2

3

xS

Q
 















+

+
=

3
2

3
2

2
7

Qs

QS
sl

x

x
y [Subramani and Kumarapandiyan (2012)] 

2

2

x

rx

S

QS +
 0 1 

2
x

r

S

Q
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+
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sl

2
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2

8 [Subramani and Kumarapandiyan (2012)] 
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S
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x

d

S
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+
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dx

dx
y

Qs

QS
sl

2

2
2

9 [Subramani and Kumarapandiyan (2012)] 

2

2

x

ax

S

QS +
 0 1 

2
x

a

S

Q
 















+

+
=

ax

ax
y

Qs

QS
sl

2

2
2

10 [Subramani and Kumarapandiyan (2012)] 

2

3
2

x

x

S

QS +ρ
 0 ρ  

2

3

xS

Q
 















+

+
=

3
2

3
2

2
11

Qs

QS
sl

x

x
y

ρ

ρ
[Khan and Shabbir (2013)] 

 

Table 1: Some known consistent members of suggested class of estimators l. 

 
Neglecting terms of e ’s having power greater than two in(8), we have

  }]{1[ 2
121010

2 eeeeeASl y θθ −+++≅  

or
  

]1)}(1{[)( 2
121010

22 −−+++≅− eeeeeASSl yy θθ .                             (9) 

Taking expectation of both sides of (9), we get the bias of l , to the first degree of 

approximation as

 ]1)})(1(1{[)( 204

2 −−−+= θλγθ kASlB y .                                        (10) 

Squaring both sides of (9) and neglecting terms of e ’s having power greater than two 

we have 

}24221{[)( 2
121010

2
1

22
0

2422 eeeeeeeASSl yy θθθθθ −+++++≅−       

                                                                              )}](1{21 2
121010 eeeeeA θθ −+++−+   

  }4)2(221{1[ 10
2
12

2
010

24 eeeeeeASy θθθθθ +−+++++≅  

         )}](1{2 2
121010 eeeeeA θθ −+++− .                             (11) 

Taking expectation of both sides of (11), we get the MSE of l  to the first degree of 

approximation [ignoring (fpc) term] as 

)]}42)(1()1[(1{1[)( 20440
24 kASlMSE y +−−+−++= θθλθλγ        

                 )}])(1(1{2 204 θλγθ −−+− kA .                                           (12) 

From (10) we have  

                  
)1()( 2lim −=∞→ ASlB yn .                                                                          (13) 

            It follows that the proposed class of estimators l  is not consistent. To make it 

consistent we have to assume that A=1 or ( ) 1)/()( =++ dcba . Thus under the 

condition A=1, we get the bias and MSE of the proposed class of consistent estimators 

Cl  
(say) to the first degree of approximation [ignoring (f.p.c.) term] respectively as 

))(1()( 204

2 θλθγ −−= kSlB yC ,                                                           (14)
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[ ])2)(1()1()( 0440

4 kSlMSE yC +−+−= θλθλγ .                            (15) 

The )( ClMSE at (15) is minimum when  

k−=θ
optθ= ,(say).                                                                               (16) 

Putting (16) in (15) we get the minimum MSE of Cl as 

])1()1[()( 2
0440

4
min kSlMSE yC −−−= λλγ  

                   )1)(1( 2

40

4 ∗−−= ρλγ yS ,                                                   (17) 

where 

)()(

),(

)1)(1(

)1(

22

22

0440

22

xy

xy

sVsV

ssCov
≅

−−

−
=∗

λλ

λ
ρ . 

Now, we consider the case when 1≠A or )()( dcba +≠+ . 

Minimising (12) with respect to A, we get the optimum value of A as   

optA
k

k
A =

+−−+−+

−−+
=

)]}42)(1()1[(1{

)})(1(1{

20440

204

θθλθλγ
θλθγ

.          (18) 

Substituting
optA  in (12) we get the minimum MSE of l (in inconsistent case) as 













+−−+−+

−−+
−=

)]}42)(1()1[(1{

)})(1(1{
1)(

20440

2
2044

min

k

k
SlMSE y

θθλθλγ

θλγθ
.       (19) 

            We have also generated some new consistent and inconsistent members of the 

suggested class of estimators l which are summarized in Tables 2 and 3 respectively. 

 

Constants 
Estimator 

a b c d 
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Table 2:  Some new consistent members of the suggested class of estimators l. 

 
Constants 

Estimator 
a b c d 
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xxx

xx
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)(2 xβ
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22
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)(
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xx
yIC
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sSx
sl
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Table 3: Some new members (which are not consistent) of the class of estimators l. 

 
3. Efficiency comparisons 

3.1 Case -I [When A =1or )/()( dcba ++ =1] 

           When the optimum value
optθ  coincides with its exact value – k, then from (2), 

(5) and (17) we have  

0)1()()( 2
40

4
min

2
0 ≥−=− ∗ρλγ yCy SlMSEsorlV ,                                       (20) 

and  

)]1()21)(1[()()( 40
2

04
4

Cmin1 −+−−=− ∗ λρλγ kSlMSElMSE y  

                                   0])1()1([ 2

4004

4 ≥−−−= ∗ λρλγ yS .                  (21) 
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            It follows from (20) and (21) that the proposed class of consistent estimators Cl  

is more efficient than the usual unbiased estimator 
2

0 ysl =
 
and Isaki’s (1983) ratio 

type estimator 1l  
at its optimum condition. 

 

3.2 Case –II [When 1≠A or )()( dcba +≠+ ] 

           When the optimum value
optθ  of θ  does not coincide with its exact optimum 

value – k, then from (2) and (15) we have  

)()( 0lVlMSE C <  if 

                            





<<−

−<<

02or

20either

θ
θ

k

k
                                          (22) 

or equivalently,                  

              
}2,0.{max}2,0.{min kk −<<− θ .                                                    (23) 

Further, from (5) and (15) we have that 

 )()( 1 ClMSElMSE <   

 if                                               )2()21( kk +<− θθ  





−<<−

−<<−

)21(1or                    

1)21(either            if i.e.

k

k

θ
θ

                                  (24) 

or equivalently, 

              
)}21(,1.{max}1),21.{(min kk −−<<−− θ                                      (25) 

Now, we consider the two different subclasses of the consistent estimators Cl : 
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+
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xixi

xixi
yiC

Sdsc

sbSa
sl                                                            (26) 
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+

+
=

22
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2

xjxj

xjxj

yjC

Sdsc

sbSa
sl ,                                                          (27) 

where  1=








+

+

ii

ii

dc

ba
 and 1=











+

+

jj

jj

dc

ba
.  

Then under the condition 1=








+

+

ii

ii

dc

ba
 and 1=











+

+

jj

jj

dc

ba
, from (15) the MSEs of 

iCl and
jCl  are respectively given by 

[ ])2)(1()1()( 0440

4 kSlMSE iiyiC +−+−= θλθλγ                             (28) 

and 
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[ ])2)(1()1()( 0440

4 kSlMSE jjyjC +−+−= θλθλγ                            (29) 

where )( 21 iii θθθ −= , )( 21 jjj θθθ −= , )(1 iiii bab +=θ ,

)(1 jjjj bab +=θ , )(2 iiii dcc +=θ and )(2 jjjj dcc +=θ . 

From (28) and (29) we have   

)()(
jCiC lMSElMSE <   

if                     )2()2( kk jjii +<+ θθθθ  

i.e. if               0)(2)( 22 <−+− jiji
k θθθθ  

i.e. if  

           either 0)2( <++ kji θθ ,
ji θθ >                                                    (30)                                   

            or     0)2( >++ kji θθ ,
ji θθ <                                                    (31)  

                                                 

4. Empirical study 
            In this section, we compare the proposed class of consistent/ inconsistent 

estimators Cl /l with other exiting estimators through a natural population data set 

[Singh and Chaudhary (1986, p. 108)] summarized in Table 4.  

 

N 70 yC
 

0.6254 
1Q  80.1500 

n 25 xS  140.8572 
2Q  160.3000 

Y  96.7000 xC  0.8037 3Q  225.0250 

X  175.2671 04λ  7.0952 
rQ  144.8750 

ρ  0.7293 40λ  4.7596 dQ  72.4375 

yS
 

60.7140 
22λ  4.6038 aQ  152.5875 

 

Table 4: The population data set. 

 

            We have computed the percent relative efficiencies (PREs) of the proposed 

consistent estimators Cil , inconsistent estimators ICil (say),                 (i = 1, 2, …6) and 

the existing consistent estimators jl , (j = 0, 1, 2, …, 11)   (as given in Table 1) with 

respect to the usual unbiased estimator 2
0 ysl =

 
using the following formula  

100
)(

)(
),(

2

2 ×
•

=•
MSE

sV
sPRE

y

y ,                                                              (32) 

where )(•  stands for Cil , ICil , and jl  (i = 1, 2, …6; j = 0, 1, 2, …, 11) and finding are 

summarized in Table 5. 



158 Journal of Reliability and Statistical Studies, Dec. 2014, Vol. 7(2) 

 

( )2
0 , yslPRE  100.00 ( )2

1, yC slPRE  194.78 

( )2
1, yslPRE  142.02 ( )2

2 , yC slPRE  199.38 

( )2
2 , yslPRE  142.12 ( )2

3, yC slPRE  176.82 

( )2
3, yslPRE  142.03 ( )2

4 , yC slPRE  187.43 

( )2
4 , yslPRE  142.02 ( )2

5, yC slPRE
 

199.03 

( )2
5, yslPRE

 
142.14 ( )2

6 , yC slPRE  210.25 

( )2
6 , yslPRE  143.10 ( )2

1, yIC slPRE  199.30 

( )2
7 , yslPRE  145.04 ( )2

2 , yIC slPRE  173.96 

( )2
8, yslPRE  143.97 ( )2

3, yIC slPRE  229.05 

( )2
9 , yslPRE  143.00 ( )2

4 , yIC slPRE  190.28 

( )2
10 , yslPRE  144.07 ( )2

5 , yIC slPRE
 

211.31 

( )2
11, yslPRE  146.16 ( )2

6 , yIC slPRE  224.91 

*bold numbers indicated the most efficient estimator. 

       Table 5: The PREs of different estimators of 2
yS with respect to 2

ys .  

 

            It is observed from Table 5 that the  proposed consistent estimators Cil
 
and 

inconsistent estimators  ICil , (i = 1, 2, …6) proved to be  better than the usual unbiased 

estimator 2
ys , the ratio estimator 

1l  due to Isaki (1983), the estimators (
2l , 3l ,

4l , 5l ) 

due to Kadilar and Cingi (2006), the estimators ( 6l , 7l , 8l , 9l , 10l ) due to Subramani 

and Kumarapandiyan (2012) and the estimator 
11l  due to Khan and Shabbir (2013). 

Further, we note that the inconsistent estimator 3ICl  is the best estimator in the sense of 

having largest  PRE [= 229.05] among all the estimators discussed here. 

 

5. Conclusion 
            We have suggested an improved class of ratio-type estimators of population 

variance using information on an auxiliary variable with their properties in simple 

random sampling. The suggested class of estimators encompasses many existing 

estimators of population variance such as the usual unbiased estimator and the 

estimators due to Isaki (1983), Kadilar and Cingi (2006), Subramani and 

Kumarapandiyan (2012) and Khan and Shabbir (2013). Some new consistent and 

inconsistent estimators of population variance have been also generated from the 

proposed class. It has been shown theoretically as well as empirically that the proposed 

class of estimators is more general and efficient than the existing estimators of the 
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population variance. However, this conclusion should not be extrapolated due to limited 

empirical study.  
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