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Abstract

The Air Quality Index (AQI) has been deteriorated due to the growth of
industry and automobiles in many regions of India. Artificial intelligence and
machine learning have greatly benefited the ability to predict air quality. This
paper aims to know the status of air pollutants (PM10, PM2.5, SO2, and NO2)
monitored in different cities of Uttarakhand State (India) and the Air Quality
Index (AQI) using the Python language (Jupyter Notebook). The air quality
index dataset has used six machine-learning algorithms (Logistic Regression,
Naive Bayes, Random Forest, Support Vector Machine, K-Nearest Neigh-
bors, and Decision Tree). These machine-learning algorithms have been
evaluated based on precision, recall, accuracy, etc. The result shows that
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Random Forest and Decision Tree algorithms outperformed each other and
achieved the highest accuracy, i.e., 99.0%. Further, the air quality index (AQI)
values have also been predicted and compared to actual values using the
random forest algorithm.

Keywords: Pollutants, air quality index, machine learning algorithms,
evaluation and prediction.

1 Introduction

A famous saying is, “Be a part of the solution, not a part of the pollution.”
But in recent years, many ailments and diseases have stricken humans and
animals in immense proportions for obvious reasons that people ignore and
prove fatal if not treated early. In India, air pollution is seen as a significant
issue. Even a tiny quantity of airborne contaminants can gradually become
more hazardous to human health than comparable toxins in food [1]. Polluted
air has a negative impact on human health due to its higher concentration
of pollutants [2]. The quantifiable characteristics of daily air quality are
significantly above the highest values deemed appropriate for public health
care. The air quality index (AQI) informs the public about the status of clean
air in their region and how it can affect their lives. Many national air quality
standards are compatible with the air quality measurements used by other
countries. The National Air Quality Index (NAQI) classified the air quality
simply as good (0–50), satisfactory (51–100), moderately polluted (101-
200), poor (201-300), very poor (301-400), and severe (401–500). People
in several sectors, including those related to climate change, are concerned
about the recent rise in automobiles and industries, even in India [3]. Every
industry manufactures a unique spectrum of products, leading to various
wastes while the initiatives are in action. Depending on the waste generated,
different amounts and ratios of toxic gases, such as nitrogen dioxide, sulfur
dioxide, carbon dioxide, and carbon monoxide, may be present. Vehicle
exhaust is the primary source of carbon monoxide, but natural processes
can change it into less dangerous compounds [4]. In India’s big cities and
popular tourist destinations, air pollution is a severe problem because of the
country’s heavy traffic volumes [5]. While sulfur dioxide is an incredibly
receptive gas with a harsh, unsettling scent, nitrogen dioxide is a highly
receptive gas framed by engine vehicles and gas burners. It is produced by
burning petroleum products in power plants and other mechanical places [6].
The SO2 contributes to existing respiratory conditions by irritating the nose



Evaluation of Machine Learning Algorithms for AQI Prediction 231

and lungs [7], increasing the load of adult asthma hospitalization cases [8].
Despite being the main contributor to respiratory and cardiovascular illnesses,
it has also been discovered to impact cardiovascular diseases [9]. On the
other hand, particulate matter combines several elements like dust, metal,
soil, nitrates, and sulfates. Particulate pollution, often known as “particles,”
is the term for tiny solid material fragments dispersed into the atmosphere.
They are small and can easily pass via nose and throat to enter the lungs.
Diseases caused by these particles’ effects on the heart and lungs [10]. The
manufacture of bricks releases black smoke into the air, and the chemical
and textile industries produce a lot of trash, contributing to air pollution.
Farmers who use pesticides, insecticides, and fertilizers directly pollute the
air. Contrarily, while NO2 is released by road traffic or indoor combustion
sources, PM10 is produced by construction work [11]. On the other hand, oil
(fuel) increases the risk of lung cancer, and SO2 comes from burning coal. It
concludes that the ecosystem’s stability is in danger because of a breakdown
in connection between people and the environment. An artificial intelligence
system uses machine learning to take sensor data and learn how to behave
in a particular environment. We can train massive datasets on a vast scale
using the machine learning techniques. We can forecast upcoming trends
and occurrences by using historical data, experience, and tendencies [12].
Artificial intelligence and machine learning have greatly benefited the ability
to predict air quality [13]. Some researchers also developed their models
through the time series techniques (ARIMA) to predict the AQI level [14, 15].
However, the foundation of ML algorithms is the notion that robots can
learn from data, recognize patterns, and form inferences with a minimum of
human intervention [16]. With technological advances, a lot of information
about the pollutants and the clean air status is figured out and helps the
government/agencies in policy formation. The AQI prediction is a complex
task and the collected pollutants data always needs to be pre-processed due
to the instrumental failure before the selection of an algorithm. So, this study
aims to know the status of air pollutants monitored in Uttarakhand State, India
and to select the best machine-learning algorithm to predict the air quality
index (AQI) using the sub-indices of air pollutants.

2 Materials and Methods

Due to the growth of industries, air pollution concentrations have been
measured in several places in India. The study covers all the cities of
the state where air pollutants have been monitored by State Government
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namely Dehradun (ISBT, Raipur Road and Clock Tower area), Rishikesh,
Haridwar (SIDCUL), Haldwani, Kashipur, and Rudrapur. Five years of
monthly data of all the impurities/pollutants have been considered which
are being measured by the Uttarakhand Pollution Control Board (UPCB).
To choose the best machine-learning algorithms (supervised) for predicting
the air quality index class, six algorithms have been compared based on
their evaluation criteria/metrics. The measurement of the air quality index,
accuracy, and prediction has been done through python programming (jupyter
notebook).

2.1 Machine Learning (ML) Algorithms

Logistic Regression: It is used for categorization tasks like screening of
respiratory problems, prediction of junk mail/spam, and predicting the depen-
dent variable with the help of a given set of independent variables using
discrete/absolute values [17].

Random forest: This supervised machine learning algorithm is used in regres-
sion and classification. This method results in most trees’ class when doing
classification jobs. It can be used to spot credit card fraud, forecast illnesses,
and categorize loan applications; it is typically trained using the “bagging”
method. Additionally, it works well for determining the contaminants in a
given dataset [18].

Support Vector Machine (SVM): It is the most commonly used supervised
ML-algorithm for the task of classification (output a discrete class) and
regression (output a continuous value). Though it can be used for regression,
it is most popular for classification. It has been used by many of the earlier
works in their sentiment analysis task [19].

Naive Bayes: It is a rapid classification algorithm with two stages appropriate
for a large dataset. Under this, a classifier’s learning stage is used to train its
model on the known dataset. Another stage is the evaluation stage, which
is used for performance testing and is used for multiple applications like
spam filtering, text classification, recommender systems, etc. The prediction
of unknown classes uses the Bayes theorem of probability.

K-Neighbors: “K” stands for several nearest neighbors. It is the algorithm
which usually needs a user input, though there are several criteria that can be
used to calculate K automatically. It converges after many steps and works
only for numerical data, which is easy to implement.
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Decision tree: Both classification and regression methods can be utilized with
a decision tree. It is used for geographic representation as a decision tree
to achieve all potential outcomes. It is divided into two nodes: a decision
node and a leaf node. Compared to other methods, this requires less data
cleansing [20].

2.2 Performance Evaluation Criteria for ML Algorithms

Some commonly used tools for evaluating the performance of ML classifica-
tion algorithms are Accuracy, Precision, Recall, and F1 score [21]. Here, the
accuracy of a classification algorithm has four possible ways –

TP – Predicted class is Y, Actual class is also Y.
FP – Predicted class is Y, Actual class is N.
FN – Predicted class is N, Actual class is Y.
TN – Predicted class is N, Actual class is also N.

Here, TP means True Positive; FP means False Positive; FN means False
Negative; and TN means True Negative.

Accuracy – Accuracy is the most common and basic evaluation metric used
to measure the trained model performance. Nevertheless, much of the earlier
works in sentiment analysis used these metrics, but more is needed to judge
the model’s effectiveness. It is the ratio of the number of instances correctly
predicted by the trained model to the total number of instances in the dataset
(input samples). The accuracy of the classifier can be shown in terms of
sensitivity computed as:

Accuracy =
No. of Correct Prediction

Size of Dataset
or ,

True Positives (TP) + True Negatives (TN )

True Positives (TP) + True Negatives (TN )

+False Positives (FP) + False Negatives (FN )

(1)

It is worth noting that this metric works well for a balanced dataset, that
is when the number of instances is equally distributed among classes. In the
case of the unbalanced dataset, these metrics would be biased towards the
class having the highest number of samples.

Precision – Precision is the proportion of positive instances successfully
predicted to all positive instances predicted by the model. Precision indicates
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how good the classifier is in predicting the positive classes.

Precision =
No. of Correctly Predicted values

Total no. Predicted values Made
or ,

True Positives (TP)

True Positives (TP) + False Positives (FP)
(2)

Recall (Sensitivity) – The ratio of events that were accurately predicted as
positive to all instances that should have proved positive.

Recall =
No. of Correctly Predicted values

Total no. values in the Dataset
or ,

True Positives (TP)

True Positives (TP) + False Negatives (FN )
(3)

F1 score – It is a combination of the harmonic mean of precision and recall;
that is, it helps to balance recall and precision. Its range is [0, 1]. It pun-
ishes extreme values and signifies how precise and robust your classification
model is. The higher the F1 score, the better the model. It is an effective
metric among various metrics when false positives and negatives are equally
important. Several state-of-the-art sentiment analysis systems have used it as
a primary evaluation metric.

F1 Score =
2× Precision × Recall

Precision + Recall
(4)

2.3 Pre-processing

Pre-processing relates to preparing the data until it passes to the algorithm.
It is, therefore, crucial for comprehending the data and applying a machine
learning model to analyze it. Here, the dataset’s missing values are filled in
by the mean value of pollutants. The entire experiment has been carried out
using five years’ monthly data of air pollutants, namely PM10/PM2.5, SO2 and
NO2. The air quality index (AQI) is also calculated through the sub-indices
of air pollutants measured in various cities and divided into train and test data
sets (65:35).

2.4 Evaluation and AQI Prediction

Each AQI value has given a class as per National Air Quality Index (NAQI)
Standard. Hence, we have taken only the classification algorithms, i.e.,
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Logistic Regression, Random Forest, SVM, Naive Bayes, K-Neighbors, and
Decision Tree. To know the best algorithm for predicting the AQI, ml-
algorithms (classification) have been compared based on their performance
criteria for the available monthly dataset of air pollutants.

3 Results and Discussion

To evaluate the performance of machine learning algorithms to predict the
air quality index (AQI), this study covers different cities namely Dehradun
(ISBT, Raipur Road, Clock Tower area), Rishikesh, Haridwar, Haldwani,
Rudrapur and Kashipur of Uttarakhand state where air pollutants (PM10,
PM2.5, NO2, SO2) have been monitored. The study identifies a positive
relationship between PM10 and SO2 (Figure 1) indicating that if PM10 rises
then SO2 also expands and vice versa [22]. Based on the five-year monthly
data, the study also shows that the ISBT area is the most polluted area of
Dehradun City for this state (Figures 2 and 3).

Figure 4 shows a sharp rise in air pollutants due to the November festival
seasons [23], but things improve during the rainy season. It also shows
that due to the PM10 pollutant, the air is now moderately polluted (range
100–200), whereas the PM2.5 has been monitored from 2019 onwards, which

Figure 1 Heatmap of air pollutants (continuous variables).
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Figure 2 Air quality index in Uttarakhand State (India).

Figure 3 Pollutants status for ISBT area in Dehradun City (Uttarakahnd).
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Figure 4 Graphical representation of air pollutants.

Table 1 Performance measures
ML Algorithms Precision Recall F1 Score Accuracy

Logistic Regression 0.96 0.97 0.97 0.97

Random Forest 0.99 0.99 0.99 0.99

Support Vector Machine 0.91 0.92 0.90 0.92

Naive Bayes 0.88 0.84 0.85 0.84

K-Neighbors 0.98 0.98 0.98 0.98

Decision Tree 0.99 0.99 0.99 0.99

is now increasing at a high rate for this state. The ML-algorithms are used
past data as input to predict the new output. As a result, we used precision,
recall, and accuracy metrics to evaluate the efficiency of ML-algorithms [24].
Table 1 shows that the random forest and decision tree classifiers performed
the best with the same accuracy of 99%. The naive bayes classifier was the
worst of the six algorithms, with a classification accuracy of 84%.

The outcome of the present study also supports a past study where it
was concluded that the both the ML-algorithms (random forest and decision
tree) are the most efficient techniques for the AQI prediction [25]. Further,
the predicted class/values of AQI have been calculated through the Random
Forest classifier due to its more stability as compared to the decision tree and
compared them to the actual class; it was found that the same accuracy (99%)
is achieved for the historical dataset of air quality index (AQI) for this state
(Table 2).
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Table 2 Comparison of actual versus predicted class of AQI
(99% accuracy with random forest classifier)

Date Actual Class Predicted Class
6/1/2020 2 2
6/1/2021 1 1
8/1/2020 2 2
10/1/2021 2 2
6/1/2017 2 2
8/1/2019 2 2
10/1/2017 2 2
10/1/2018 2 2
8/1/2017 0 1
8/1/2018 2 2
4/1/2018 1 1
8/1/2021 2 2
7/1/2019 3 3
12/1/2018 2 2
Here, 0 means Good AQI, 1 means Satisfactory
AQI, 2 means the AQI has Moderately Poor, 3
means AQI is in Poor range, and so on.

4 Conclusions

This study presents a novel solution for predicting the air quality index using a
significant number of pollutant data points, and it will be crucial in protecting
India’s environment. We have implemented powerful machine-learning tech-
niques to prevent air pollution. The results show that the random forest and
decision tree classifiers are more precise as compared to other ML-algorithms
for air quality index (AQI) prediction. Further, the same accuracy has been
achieved when the actual class/values of AQI have been compared with the
predicted ones using a random forest classifier. Hence, random forest is the
best ML-algorithm to predict the AQI class. Time series modelling techniques
can be used to forecast the concentration of each pollutant as a further scope
of this study which will help the Government to formulate policies to handle
the problems of air pollution.
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