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Abstract

The efficiency of the study variable can be improved by incorporating the
information from the known auxiliary variables. Usually two techniques ratio
and regression estimation are used with the help of auxiliary information in
different approaches to acquire the high precision of the estimators. Consider-
ing the very heterogeneous population to get the size of the sample it may be
originating impossible to get a sufficiently accurate and precise estimate by
taking the simple random sampling technique from the complete population.
Occasionally taking sample issue may differ significantly in different part
of the entire population. For example, under study population consists of
people living in apartments, own homes, hospitals and prisons or people
living in plain regions and hill regions so in such situations the stratified
sampling is one of the most commonly used approach to get a representative
sample in survey sampling from different cross units of the population. The
present study is set out on the recommendation of generalized variance
estimators for finite population variance incorporating stratified sampling
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scheme with the information of single and two transformed auxiliary vari-
ables. The expressions of bias and mean square error (MSE) are obtained
for the advised exponential type estimators. The conditions are obtained
for which the anticipated estimators are better than the usual estimator. An
empirical and simulation study is conducted to prove the superiority of the
recommended estimator.

Keywords: Exponential estimator, stratified sampling, auxiliary variables,
relative efficiency.

Introduction

Ancillary information plays a vital role both univariate and multivariate,
either in the planning, designing, selection, and estimation stages in survey
sampling must be efficiently utilized to acquire accurate estimates. The
importance of appropriate ancillary information results in substantial reduc-
tion in mean squared error (MSE) of the ratio and regression estimators.
A rational understanding of Variation is an integral phenomenon of nature
for better results in different fields of life. Numerous grounds of life like
biology, medical, genetics studies have been facing the difficulty in estimation
of the finite population variance. In agricultural field, an agriculturist needs
adequate information of climatic variation to invent suitable strategy for culti-
vating his yield. Several statisticians utilized the ancillary or auxiliary variates
for the estimating of finite population variance like Das and Tripathi (1978),
and extended by Srivastava and Jhaji (1980), Isaki (1983), R. K. Singh (1983),
S. Singh and Joarder (1998), R. Singh, Chauhan, Sawan, and Smarandache
(2011), and Tailor and Sharma (2012) among others. Future on, Gupta and
Shabbir (2007, 2008), Yadav et al. (2015), Yasmeen et al. (2018), Yasmeen
et al. (2018) and Noor-ul-Amin et al. (2018) have paid their consideration
towards the better estimation of population variance under different sampling
procedures.

In survey sampling, several studies depend on simple random sampling
(S.R.S) technique for which the population is supposed homogeneous. In
practice, the population may be containing of heterogeneous units and can
be divided into homogenous subgroups say strata. For example, to fill up
the questionnaires in socio-economic surveys, people may live in urban
zones, rural localities, hostels, usual domestic houses, jail and hospitals
etc. In this situation one should carefully study the population according to
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the characteristics of regions and then apply sampling scheme strata wise
independently. Stratified random sampling is more appropriate probability
sampling method used to increase the precision of estimation.

At the estimation stage, several authors utilized the information of auxil-
iary variate to estimate the finite population parameters like mean, variance,
standard deviation and proportions. Various statisticians recommended esti-
mators with some known population parameters of an auxiliary variable
utilized stratified sampling technique for instance Shabbir and Gupta (2005),
Khoshnevisan et al. (2007). Singh et al. (2008) recommended class of esti-
mators utilizing power transformation based on the estimators developed by
Kadilar and Cingi (2003). Diana (1993) recommended a class of estimators
of the finite population mean using single auxiliary variable in the stratified
sampling. Moreover, Singh and Vishwakarma (2008) suggested a family
of estimators using transformation in the stratified random sampling. Yas-
meen et al. (2015, 2016) suggested exponential estimators using transformed
auxiliary variables in estimating finite population mean.

The main objective of this paper is to propose three different generalized
ratio, ratio cum exponential and generalized dual to ratio cum exponential
variance estimators with the help of single auxiliary variate, two auxiliary
variates and two transformed auxiliary variates information under stratified
sampling approach to estimate the finite population variance respectively. The
constituents of the current study are organized as given below. The suggested
estimators based on information of auxiliary variables such as The midrange,
kurtosis, The median, The tri-mean, The coefficient of correlation, The coef-
ficient of variation, The coefficient of skewness and The Quartile Deviation
under stratified random sampling technique are presented in Section 2 while
the conditions in which the recommended estimators performs better than
the existing estimators are derived in Section 3. The performances of the
recommended and the existing estimators are evaluated for population data
in Section 4 and the key findings, conclusion are presented in Section 5.
Suppose a finite population of size N distributed into L non-overlapping
stratum of size Nh where (h = 1, 2, 3, . . . , L) such that

∑L
h=1Nh = N .

Let yhi be the value of response varı́ate (y) and xhi be the value of auxiliary
varı́ate (x), for (i = 1, 2, 3, . . . , Nh) ith unit of population in the hth stratum
(h = 1, 2, 3, . . . , L). Suppose a size nh of sample from stratum hth is drawn
through SRSWOR. Suppose the stratified population and sample averages are
Y =

∑L
h=1WhY and ȳst =

∑L
h=1Whȳh respectively. All the notations are

defined in Appendix (A).
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The existing usual variance estimator is

P0 = S2
y(st) =

L∑
h=1

W 2
h

(
s2y(h)

nh

)
. (1)

The existing ratio type estimator P1 suggested by Shabbir and Gupta
(2010) is

P1 =
L∑
h=1

(
W 2
h

nh

)[
λ1(h)s

2
y(h) − λ2(h)

(
s2x(h)

S2
x(h)

− 1

)](
υ(h)S

2
x(h) + ϑ(h)

υ(h)s
2
x(h) + ϑ(h)

)
,

(2)
The relevant notations of the existing estimator Equation (2) is defined in

Appendix (B).

1 Proposed Estimators

By the motivation of Kadilar and Cingi (2006) Subramani and Kumara-
pandiyan (2012a, 2012b, 2012c) and Jeelani et al. (2013), we developed
three ratio cum exponential type estimators for the finite population variance
utilizing midrange, kurtosis, The median, The tri-mean, The coefficient of
correlation, The coefficient of variation, The coefficient of skewness and The
Quartile Deviation.

The following three generalized ratio, ratio cum exponential and general-
ized ratio cum exponential variance estimators have been developed with the
help of single auxiliary variate, two auxiliary variates and transformed aux-
iliary variates information under stratified sampling approach to estimate the
finite population variance respectively. The proposed ratio estimator utilizing
the information of single auxiliary variate through stratified sampling method
is given by

Ppro1(h) =

L∑
h=1

W 2
h

nh

(
s2y(h)

αhS
2
x(h) + χ(h)

αhs
2
x(h) + χ(h)

)
, (3)

where α(h) and χ(h) are the parameters of auxiliary variate such as The
midrange, kurtosis, The median, The tri-mean, The coefficient of correlation,
The coefficient of variation, The coefficient of skewness and The Quartile
Deviation. The ratio cum exponential estimator utilizing the knowledge of
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two auxiliary variates under stratified sampling technique is given by

Ppro2(h) =

L∑
h=1

W 2
h

nh

{
s2y(h)

(
S2
x(h)

s2x(h)

)
exp

(
S2
z(h) − s2z(h)

s2z(h) + S2
z(h)

)}
, (4)

The generalized dual to ratio-cum-exponential estimator utilizing the two
transformed auxiliary variables is given by

Ppro3(h) =

L∑
h=1

W 2
h

nh

{
s2y(h)

(
s∗2x(h)

S2
x(h)

)κ1(h)
exp

(
κ2(h)

s∗2z(h) − S2
z(h)

s∗2z(h) + S2
z(h)

)}
.

(5)
The notations are related to the proposed estimator (3) are defined in

Appendix (A), the proposed estimator (3) is given by

Ppro1(h) =
L∑
h=1

W 2
h

nh

(
S2
y(h)(1 + ey(h))

{
1 −

α(h)S
2
x(h)ex(h)

α(h)S
2
x(h) + χ(h)

})
, (6)

After simplification, we have

Ppro1(h) =

L∑
h=1

W 2
h

nh

(
(S2
y(h) + S2

y(h)ey(h))

{
1 −

α(h)S
2
x(h)ex(h)

α(h)S
2
x(h) + χ(h)

})
,

or

Ppro1(h) =
L∑
h=1

W 2
h

nh
(S2
y(h)(1 + ey(h))(1 + φex(h))

−1), (7)

Where

φi(h) =
α(h)S

2
x(h)

α(h)S
2
x(h) + χ(h)

,

The different options of the α(h) and χ(h) are given in Appendix (C).
Expending and neglecting the higher order terms, we obtained

Ppro1(h) ≈
L∑
h=1

W 2
h

nh
(S2
y(h)ey(h) − S2

y(h)φi(h)ey(h)ex(h) − S2
y(h)φi(h)ex(h)

+ S2
y(h)φi(h)ex(h)ex(h)). (8)
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After taking expectations, we obtained approximate expression of bias is

Bias(Ppro1(h)) ≈
L∑
h=1

W 2
h

n2h
S2
y(h)(φ

2
i(h)[β2x(h) − 1] − φi(h)[ϑ22(h) − 1]).

(9)

In order to develop the approximate expressions of mean square error
(MSE) of Ppro1(h), again utilizing (8), ignoring the terms of power two and
greater, we obtain

Ppro1(h) −
L∑
h=1

W 2
h

nh
S2
y(h) ≈

L∑
h=1

W 4
h

n2h
S4
y(h)[e

2
y(h) + φ2i(h)e

2
x(h) − 2ey(h)ex(h)].

(10)

After applying expectations on both sides, the approximate expression of
mean square error (MSE) is given by

MSE (Ppro1(h)) ≈
L∑
h=1

W 4
h

n3h
S4
y(h)[(β2y(h) − 1) + φ2i(h)(β2x(h) − 1)

− 2(ϑ220(h) − 1)]. (11)

In the similar way, we may derive the approximate expression of Biases
for the proposed estimators Ppro2(h), Ppro3(h) of Equations (3) and (4) as
Equations (12) and (13) respectively.

After simplification, the approximate bias expression of anticipated
estimator Pro2(h), we acquire

Bias(Ppro2(h)) ≈
L∑
h=1

W 2
h

n2h
S2
y(h)

[[
3

8
[β2z(h) − 1] +

(ρ022(h) − 1)

2

−
(ρ202(h) − 1)

2
− (ρ220(h) − 1)

]]
. (12)

after simplification, the approximate expression of bias of proposed estimator
Ppro3(h) is given by

Bias(Ppro3(h)) ≈
L∑
h=1

W 2
h

n2h
S2
y(h)

(
κ1(h)(κ1(h) − 1)

2
g2h(β2x(h) − 1)
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+
κ2(h)(κ2(h) − 2)

8
g2h(β2z(h) − 1)

+
1

2
κ1(h)κ2(h)g

2
h(∂022(h) − 1) − κ1(h)ghf(∂220(h) − 1)

−1

2
κ2(h)gh(ϑ202(h) − 1)

)
. (13)

In the similar steps, we may derive the approximate expression of
mean square error (MSE) for the proposed estimators Ppro2(h), Ppro3(h) of
Equations (3) and (4) as Equations (14) and (15) respectively.

The approximate mean square error of Ppro2(h) is given by

MSE (Ppro2(h)) ≈
L∑
h=1

W 4
h

n3h
S4
yh

(
(β2y(h) − 1) + (β2x(h) − 1)

+
1

4
(β2z(h) − 1) − 2(ϑ220(h) − 1)

− (ϑ022(h) − 1) + (ϑ202(h) − 1)

)
. (14)

The approximate expressions of minimum mean square error (MSE) of
Ppro3(h) after substituting the values of κ1(h) and κ2(h) is

MSEmin(Ppro3(h)) ≈
L∑
h=1

W 2
hS

4
y(h)

nh
(
1 −B(h)D(h)

)

×



(β2y(h) − 1) +
(A(h) −B(h)C(h))

2

(1 −B(h)D(h))

g2h(β2x(h) − 1) +
1(C(h) −A(h)D(h))

2

4(1 −B(h)D(h))

g2h(β2z(h) − 1) − 2(A(h) −B(h)C(h))

gh(∂220(h) − 1)

+

(
(A(h) −B(h)C(h))(C(h) −A(h)D(h))

(1 −B(h)D(h))

)
g2h(∂022(h) − 1) − (C(h) −A(h)D(h))

gh(∂202(h) − 1)


(15)
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The values of κ1(h) and κ2(h) are mentioned in Appendix (B).
If κ1(h) = 0 and κ2(h) = 0, then the form of recommended estimator of

Equation (5) is

P 1
pro3(h) =

L∑
h=1

W 2
h

nh

{
s2y(h) exp

(
s∗2z(h) − S2

z(h)

s∗2z(h) + S2
z(h)

)}
(16)

If κ1(h) = 1 and κ2(h) = 0, then the form of recommended estimator of
Equation (5) is

P 2
pro3(h) =

L∑
h=1

W 2
h

nh
s2y(h)

(
s∗2x(h)

S2
x(h)

)
(17)

If κ1(h) = 1 and κ2(h) = 1 then the form of recommended estimator of
Equation (5) is

P 3
pro3(h) =

L∑
h=1

W 2
h

nh
s2y(h)

{(
s∗2x(h)

S2
x(h)

)
exp

(
s∗2z(h) − S2

z(h)

s∗2z(h) + S2
z(h)

)}
(18)

If κ1(h) = −1 and κ2(h) = 1 then the form of recommended estimator of
Equation (5) is

P 4
pro3(h) =

L∑
h=1

W 2
h

nh
s2y(h)


(
s∗2x(h)

S2
x(h)

)−1

exp

(
s∗2z(h) − S2

z(h)

s∗2z(h) + S2
z(h)

) (19)

If κ1(h) = 1 and κ2(h) = −1 then the form of recommended estimator of
Equation (5) is

P 5
pro3(h) =

L∑
h=1

W 2
h

nh
s2y(h)


(
s∗2x(h)

S2
x(h)

)
exp

(
s∗2z(h) − S2

z(h)

s∗2z(h) + S2
z(h)

)−1
 (20)

If κ1(h) = 1 and κ2(h) = κ2(h) then the form of recommended estimator
of Equation (5) is

P 6
pro3(h) =

L∑
h=1

W 2
h

nh
s2y(h)

{(
s∗2x(h)

S2
x(h)

)
exp

(
κ2(h)

s∗2z(h) − S2
z(h)

s∗2z(h) + S2
z(h)

)}
(21)

If κ1(h) = κ1(h) and κ2(h) = 1 then the form of recommended estimator
of Equation (5) is

P 7
pro3(h) =

L∑
h=1

W 2
h

nh
s2y(h)

{(
s∗2x(h)

S2
x(h)

)κ1(h)
exp

(
s∗2z(h) − S2

z(h)

s∗2z(h) + S2
z(h)

)}
(22)
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2 Simulation Study

A study of simulation is conducted to reveal the efficiency of recommended
estimators through the knowledge of single auxiliary, two auxiliary variates
and two transformed auxiliary variates under stratified sampling procedure.
The performance of the recommended estimators is assessed for real popula-
tion showed in this section. The percentage relative efficiency (PRE) formula
is used to present the comparison of recommended estimators with existing
estimators. we used population taken from Murthy (1967) page:228 and
consists of 80 values. The population is considered for simulation purpose by
using the R-Language software. In Table 1, the PRE’s are calculated through
the following formula

PRE =
var(p0)

var(p∗)
× 100, (23)

P∗ = P0, P1, Ppro1(h), Ppro2(h), Ppro3(h)

where, P0, P1 are denoted by existing estimators and Ppro1(h), Ppro2(h),
Ppro3(h) are denoted by developed estimators utilized in the PRE’s formula
shown in (23). In this study, consider the population for summarizing through
the simulation steps. The procedure is used to find the efficiency of the
developed estimators over existing estimators. To perform the simulation
study, the following steps are applied in R-Language software:

Step 1: From the defined population, the different sizes of samples are
considered as n = 8; 10; 14; 18; 22; 28. The procedure repeated 100,000
times and the population is divided into two strata’s to calculate the numerous
values of recommended and existing estimators with stratified sampling
method.

Table 1 Simulation results for the PRE’s of recommended estimator with respect to the
existing usual estimator by different sample sizes

Sample Size

Estimator 8 10 14 18 22 28

P0 100 100 100 100 100 100

P1 23.89 40.54 56.35 59.39 60.00 57.39

Ppro1(h) 109.00 133.00 212.76 248.29 267.15 287.96

Ppro2(h) 217.69 262.61 304.78 322.40 339.79 337.82

Ppro3(h) 253.87 242.58 232.15 225.19 214.342 207.52
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Table 2 Simulation results for the RB of recommended estimator with respect to the existing
usual estimator for different sample sizes

Sample Size
Estimator 8 10 14 18 22 28
P0 0.15109 0.14578 0.0864 0.07700 0.00104 0.00138
P1 0.0047 0.02788 0.0786 0.001417 0.000271 0.000327
Ppro1(h) 0.004272 0.00499 0.002609 0.00192 0.00178 –0.00052
Ppro2(h) 0.05976 0.02719 0.001964 0.00171 0.00196 0.00066
Ppro3(h) –0.8038 –0.8544 –0.9178 –0.9945 –1.1280 –1.2687

Step 2: Using the samples obtained in step 1, the 100,000 values of
P0, P1, Ppro1(h), Ppro2(h), Ppro3(h) separately are obtained using expressions
of existing and recommended estimators (1)–(5), respectively.

Step 3: Using the values found in step 2, the values of PRE is computed by
(23) and reported in Table 1.

This simulation study is involved the evaluation of the PRE’s of the
anticipated estimators and existing estimators for each sample size. The
results attained from the study of simulation interprets that the recom-
mended generalized variance estimators are more efficient than the available
estimators.

3 Key Finding

The simulation study results are presented in Tables 1–2. The results obtained
by using the existing and all three suggested estimators under stratified
sampling technique are discussed in Tables 1 and 2, where the results
in Table 1 are obtained by using formula percent relative efficiency and
the results in Table 2 are obtained by relative biases formula. Further the
comparisons of recommended ratio, ratio-cum-exponential and generalized
ratio-cum-exponential stratified variance estimators utilizing the coefficient
of Skewness, Quartile Deviation, Tri-mean, coefficient of kurtosis, Median
and midrange and existing estimators are given in Tables 1–2. The major
findings from the results presented in Section 3 are:

1. We can see from Tables 1–2 the variances of suggested ratio, ratio-cum-
exponential and generalized ratio-cum-exponential estimators under
stratified sampling procedure are efficient than the existing variance
estimators for heterogeneous population with different samples. For
instance, we observed that three anticipated estimators have been
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developed for variable of interest by using single auxiliary variable, two
auxiliary variables and transformed auxiliary variables with different
sizes of samples and strata size is 2.

2. From Table 1, it is also observed that the PRE of advised several
estimators are greater than the PRE of existing estimators, which demon-
strates percent relative efficiencies of these advised estimators utilizing
the coefficient of Skewness, Quartile Deviation, Tri-mean, coefficient
of kurtosis and Median using two strata and different sample sizes.
We have acquired several PRE of recommended estimators through
simulation study but here presented results of more efficient estimators
with different sample sizes in Table 1. From Table 1. 1st row have PRE
of usual estimator P0 with different sample sizes, 2nd row have PRE of
existing Gupta and Shabbir (2010) estimator P1 with different sample
sizes and last 3rd, 4th and 5th rows have variances of advised estimators
of Ppro1(h), Ppro2(h) and Ppro3(h) respectively. For example considering
third row of Table 1 sample size is 22, PRE of usual estimator is 100,
PRE of Gupta and Shabbir (2010) estimator is 60 and PRE of our
suggested estimators Ppro1(h), Ppro2(h) and Ppro3(h) are 267.15, 339.798
and 214.34. So we observed that the PRE of suggested estimators are
higher than PRE of existing estimators using this sample size and strata
scheme.

3. Further, From Table 2. 1st row have of usual estimator P0 with different
sample sizes, 2nd row have relative biases of existing Gupta and Shabir
(2010) estimator P1 with different sample sizes and last 3rd, 4th and 5th
rows have relative efficiencies of advised estimators of Ppro1(h), Ppro2(h)
and Ppro3(h) respectively. For example considering third row of Table 2
sample size is 28, relative bias of usual estimator is 0.0013, relative bias
of Gupta and Shabbir (2010) estimator is 0.0003 and relative bias of
our suggested estimators Ppro1(h), Ppro2(h) and Ppro3(h) are –0.0005,
0.0006 and –1.26. So we observed that the relative biases of suggested
estimators are less than relative biases of existing estimators using this
sample size and strata scheme.

4 Conclusion

It is concluded from Table 1 that proposed estimators are more efficient for
all different sample sizes than the previous available estimators. It is clear that
the recommended estimators are more useful than existing estimators as the
performance of suggested estimators are better than the existing estimators.
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We have suggested generalized ratio cum exponential estimators for esti-
mating variance of a finite population under stratified random sampling
technique. From the simulation results, given in Tables 1 and 2, we inferred
that the suggested estimators are more efficient estimators than the usual
stratified sample variance P0, Shabbir and Gupta (2010) stratified variance
estimator P1 for the finite population. Hence, the suggested estimators are
recommended for its practical use for estimating variance of a finite pop-
ulation when the single auxiliary variate and two auxiliary variate without
using transformation and two auxiliary variates utilized transformation are
available. The simulated efficiencies and relative biases for the anticipated
estimators are obtained in Tables 1 and 2 for the various sample sizes. The
superiority of anticipated estimators may be concluded from the information
of Table 1.

For the construction of proposed estimators, we should have complete
information about auxiliary variables and information of population parame-
ters. The following recommendations are suggested for future research of the
study.

1. In this paper the suggested estimators have been presented under strati-
fied sampling technique by using single auxiliary variable, two auxiliary
variables and transformed auxiliary variables for the estimation of the
population variance. One can extend this effort utilizing the information
of multi-auxiliary variables under single phase and two phase sampling
and non-response in different sampling techniques.

2. In single and two phase sampling, one can also extend work using differ-
ent transformations available in literature with the information of single,
two and multi-auxiliary variables by different sampling techniques in
full response and non-response cases.

Hence we strongly recommended the use of the suggested three new
generalized estimators for practical concerns and estimation of the popu-
lation variance and can be preferred over the usual variance estimator and
the existing estimator. These ratios cum exponential type and dual to ratio
cum exponential estimators will go a lengthy way in formulating business,
economic, demographic, banking and market policies based on reduced
heterogeneity in population and reduced errors of the estimates acquired by
adopting these estimators.



Finite Population Variance Under Stratified Sampling Technique 577

Appendix (A)
L∑
h=1

nh = n, Ȳh =

Nh∑
i=1

yhi
Nh

, ȳh =

nh∑
i=1

yhi
nh
,Wh =

Nh

N
.

The usual variance of ȳst is given by

var(ȳst) =
L∑
h=1

W 2
h

S2
y(h)

nh
= S2

y(st)

where S2
y(st) is the population variance for stratum h when we ignore the

finite population factor.
Suppose

var(ȳst) =
L∑
h=1

W 2
h

s2y(h)

nh
= s2y(st), ey(h) =

s2y(h) − S2
y(h)

S2
y(h)

,

ex(h) =
s2x(h) − S2

x(h)

S2
x(h)

, s∗2x(h) =
Nhs

2
x(h) − nhS

2
x(h)

Nh − nh
,

s∗2z(h) =
Nhs

2
z(h) − nhS

2
z(h)

Nh − nh
,

so that

E(e2y(h)) =
(β2y(h) − 1)

nh
, fh =

1

nh
− 1

Nh
,

E(e2x(h)) =
(β2x(h) − 1)

nh
, E(ey(h)ex(h)) =

(∂22(h) − 1)

nh
,

E(e2x(h)) =
(β2x(h) − 1)

nh
, gh =

nh
Nh − nh

,

where
β2y(h) =

µ400(h)

µ2200(h)
, β2x(h) =

µ040(h)

µ2020(h)
, β2z(h) =

µ004(h)

µ2002(h)
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are the coefficients of kurtosis of y, x and z respectively in the hth stratum and

ϕ220(h) =
µ220(h)

µ020(h)µ200(h)µ002(h)
,

ϕ202(h) =
µ202(h)

µ020(h)µ200(h)µ002(h)
,

ϕ022(h) =
µ022(h)

µ020(h)µ200(h)µ002(h)
,

where

uabc(h) =

Nh∑
i=1

(yhi − ȳh)a(xhi − x̄h)b(zhi − z̄h)c,

where u220(h), u020(h), u002(h) are the 2nd order moment for the hth stratum
and φ220(h), φ020(h), φ002(h) are moments ratio for hth stratum.

Appendix (B)

λ1(h) =
1 − 1

nh
γ2i(h)(β2x(h) − 1)

1 + 1
nh

[(β2y(h) − 1)(1 − ρ2(h)) − γ2i(h)(β2x(h) − 1)]
,

λ2(h) = S2
y(h)

{
γi(h) + λ1(h)

((
θ22(h) − 1

)
β2x(h) − 1

− 2γi(h)

)}
,

γi(h) =
υ(h)S

2
x(h)

υ(h)S
2
x(h) + ∂(h)

,

where λ1(h) and λ2(h) are constants. υ(h) and ∂(h) are known population
parameters of x. so for different values of υ(h) and ∂(h), we have

γ1(h) =
S2
x(h)

S2
x(h) + β2x(h)

, γ2(h) =
S2
x(h)

S2
x(h) + Cx(h)

,

γ3(h) =
C(x)hS

2
x(h)

C(x)hS
2
x(h) + β2x(h)

, γ4(h) =
β2x(h)S

2
x(h)

β2x(h)S
2
x(h) + β2x(h)

,



Finite Population Variance Under Stratified Sampling Technique 579

After simplification, we get

κ1(h) = A(h) − κ2(h)B(h), κ2(h) =
C(h) −A(h)D(h)

1 −B(h)D(h)
,

κ1(h) = A(h) −
(C(h) −A(h)D(h))B(h)

1 −B(h)D(h)
,

where

A(h) =
(∂220(h) − 1)

gh(β2x(h) − 1)
, B(h) =

(∂022(h) − 1)

2(β2x(h) − 1)
,

C(h) =
2(∂202(h) − 1)

gh(β2x(h) − 1)
, D(h) =

2(∂022(h) − 1)

(β2Z(h) − 1)

Appendix (C)

φ1(h) = 1, φ2(h) =
S2
x(h)

S2
x(h) + 1

, φ3(h) =
ρx(h)S

2
x(h)

ρx(h)S
2
x(h) + 1

,

φ4(h) =
Cx(h)S

2
x(h)

Cx(h)S
2
x(h) + 1

, φ5(h) =
β1x(h)S

2
x(h)

β1x(h)S
2
x(h) + 1

,

φ6(h) =
β2x(h)S

2
x(h)

β2x(h)S
2
x(h) + 1

, φ7(h) =
S2
x(h)

S2
x(h) + TMx(h)

,

φ8(h) =
ρx(h)S

2
x(h)

ρx(h)S
2
x(h) + TMx(h)

, φ9(h) =
Cx(h)S

2
x(h)

Cx(h)S
2
x(h) + TMx(h)

,

φ10(h) =
β1x(h)S

2
x(h)

β1x(h)S
2
x(h) + TMx(h)

, φ11(h) =
β2x(h)S

2
x(h)

β2x(h)S
2
x(h) + TMx(h)

,

φ12(h) =
S2
x(h)

S2
x(h) +MDx(h)

, φ13(h) =
ρx(h)S

2
x(h)

ρx(h)S
2
x(h) +MDx(h)

,

φ14(h) =
Cx(h)S

2
x(h)

Cx(h)S
2
x(h) +MDx(h)

, φ15(h) =
β1x(h)S

2
x(h)

β1x(h)S
2
x(h) +MDx(h)

,
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φ16(h) =
β2x(h)S

2
x(h)

β2x(h)S
2
x(h) +MDx(h)

, φ17(h) =
S2
x(h)

S2
x(h) +QDx(h)

,

φ18(h) =
ρx(h)S

2
x(h)

ρx(h)S
2
x(h) +QDx(h)

, φ19(h) =
Cx(h)S

2
x(h)

Cx(h)S
2
x(h) +QDx(h)

,

φ20(h) =
β1x(h)S

2
x(h)

β1x(h)S
2
x(h) +QDx(h)

, φ21(h) =
β2x(h)S

2
x(h)

β2x(h)S
2
x(h) +QDx(h)

,

φ22(h) =
S2
x(h)

S2
x(h) + Midrange(x(h))

, φ23(h) =
ρx(h)S

2
x(h)

ρx(h)S
2
x(h) + Midrange(x(h))

,

φ24(h) =
Cx(h)S

2
x(h)

Cx(h)S
2
x(h) + Midrange(x(h))

,

φ25(h) =
β1x(h)S

2
x(h)

β1x(h)S
2
x(h) + Midrange(x(h))

,

φ26(h) =
β2x(h)S

2
x(h)

β2x(h)S
2
x(h) + Midrange(x(h))

.
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