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Abstract

This article addresses the problem of estimating the population mean using
information on two auxiliary variables in presence of non-response on study
variable only under stratified random sampling. A class of estimators has been
defined. We have derived the bias and mean squared error up to first order
of approximation. Optimum conditions are obtained in which the suggested
class of estimators has minimum mean squared error. In addition to Chaud-
hury et al. (2009) estimator, many estimators can be identified as a member
of the suggested class of estimators. It has been shown that the suggested
class of estimators is better than the Chaudhury et al. (2009) estimator and
other estimators. Results of the present study are supported through numerical
illustration.

Keywords: Study variable, auxiliary variable, finite population, non-
response, bias, mean squared error.

Journal of Reliability and Statistical Studies, Vol. 14, Issue 1 (2021), 223-242.
doi: 10.13052/jrss0974-8024.14111
© 2021 River Publishers



224  H. P. Singh and P. Nigam

1 Introduction

In many surveys, auxiliary information is usually used to improve the
precision or accuracy of the estimator of the population mean under the
supposition that all the observations in the sample are available. However
in many surveys covering human population, information is in most cases
not obtained from all the units in the surveys even after call-backs. For
example, the selected families may not be at home at the first attempt and
some may refuse to cooperate with the interviewer even if contacted. This
is true in mail surveys in which questionnaire are mailed to the sampled
respondents who are requested to send back their returns by some dead
line. As many respondents do not reply, available sample of returns is
incomplete. The resulting incompleteness, called non response [Sukhatme
et al. (1984, pp. 484-485)]. Incompleteness or non-response in the form
of absence, censoring, or grouping is a troubling issue of several data sets.
Statisticians have identified for some time that failure to account for the
stochastic nature of incompleteness or non-response can spoil the nature of
data. An estimate derived from incomplete data may be misleading especially
when the respondents differ from the non-respondents because the estimate
can be biased. Hansen and Hurwitz (1946) suggested a method for adjusting
for non-response to address the bias problem. Their idea is to select a sub-
sample from the non-respondents to obtain an estimate for the sub-population
represented by the non-respondents [Okafor and Lee (2000, p. 183)].

When the population mean of the auxiliary variable is known; Cochran
(1977), using Hansen and Hurwitz (1946) technique, envisaged the ratio and
regression estimators of the population mean of the study variable in which
information on the auxiliary variable is obtained from all the sample units,
while some sample units failed to supply information on the study. Later
various authors including Rao (1986), Khare and Srivastava (1993, 1997),
Tripathi and Khare (1997), Okafor and Lee (2000), Tabasum and Khan (2004,
2006), Singh and Kumar (2008, 2009), Singh et al. (2010), Khare et al. (2013)
have paid their attention towards the estimation of the population mean of the
study variable using information on auxiliary variable in presence of non-
response. Singh and Khalid (2015) suggested exponential chain dual to ratio
and regression type estimators of the population mean in two-phase sampling.
Further Chaudhary et al. (2011), Haq and Shabbir (2013), Sanaullah et al.
(2015) and Saleem et al. (2018) envisaged some improved estimators of
the population mean of the study variable using auxiliary information for
stratified random sampling under non-response.

Let a finite population U = (U,Us,...,Un) of size N be strati-
fied into L strata (homogeneous). Let N; be the size of the Rt stratum
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(h=1,2,...,L): Zﬁzl Ny = N. Let (Yni, Thi, zni) be the values on the
i*" unit of the A" stratum of the study variable y and auxiliary variables
(x, z) respectively. Corresponding to the population means (Yh, Xn, Zh), let
(Un, Zn, Z1,) be the sample means of the 1" stratum respectively. In practice it
is usually not possible to gather information on all the variables/units selected
in the sample nh(Z}LLzl np = n). In this paper we have studied the situation
when non-response occurs only on the study variable y whereas the two
auxiliary variables (x, z) are observed with complete response.

Let ny,(1) units from a sample of size ny respond and ny(z) units do
not. Employing Hansen and Hurwitz (1946) method of sub-sampling the

non-respondents, a sub-sample of size 7, (r;, = n’}f) , fn > 1) from ny(y

non-respondent group is selected at random and f—lh denotes the sampling

fraction among the non-respondent group in the h*” stratum. In practice, 7y,
is generally not integer and has to be rounded. In accordance with most of
the current literature on this research topic, we suppose that the followed-
up 75(C ny(2)) units respond on the second call. Further, let d denotes a
dummy variable taking value dj,; on the i*" population unit of stratum /4 and
has h*" stratum population mean Dj,. Hereafter, d may stand for if, x or for a
second auxiliary variable z (i.e. d;, may stand for yp, x5 and 2 in stratified
sampling). Let

_ 1 _ 1 &
dnh(l) = Z dhi(l)a drh(2) = a Z dhi(Q)
= i=1

nh(l) =1

and
& =0 g 0+ 22 g (1)
h — n nh(2) nn rh(2)>

where Jnh@) is the mean of ny (1) respondents on first call and d,.j(2) is the
mean of rp units respond on the second call and J;; denotes the unbiased
Hansen and Hurwitz (1946) estimator of D}, for stratum A.

Thus we define an unbiased estimator of the population mean D =
Zﬁzl WDy, as

L
Ly =) Wad, )
h=1

and the variance/MSE of d¥, is given by

L L
V(dy) = 0aWiSa + Y 6 WS, 3)
h=1 h=1
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Ny, P2 Nh(2)
where S%, = W and Sﬁh@) — Zis (N(}ih; D)W)) are respec-

tively mean square of entire group and non-response group of variable d in the

population for the 2" stratum, W), = 32, 6, = (n—h——) op = M

N
Whia) = ]'\}(;), fn = n:f—f) and Nh(Q) being the size of the non-response

np

group of the population in the A" stratum.

For obtaining the bias and mean squared errors (MSESs) of the proposed
estimators we below give the values of the required expectations:

We write

yh=Y(1+e)), 7o = X(1+e1), Zst = Z(1 + €3)

such that
E(eg) = E(e1) = E(e2) =0
and
| L
E(ef?) = 72 Z Wi (0nSpy + 5h52h(2)) Vo205
h=1
L L
E(e%) = Xi ZW 5hSzh = VQ(](),
h=1
| L
E(e3) = 72 ZW oSz = Vooz,
h=1
Bletey) = — 26,5 =
€nel) = == zh — V110,
(ep <7 hz::l hSyzh 0
1 L
E(epe2) = vz Z Wi61Syzn = Vout,
h=1
E(eres) = = EL: Wii0nSe=n = Vior,
XZ Pt
where
1 _
Syzh = ) Z(wm Xu)(Whi — Yn) = pyanSahSyn,

=1
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Np
1 _ _
Sysh = ——— i — Y] i — 4p) = SynS
yzh (Nh _ 1) ;(yhz h)(zhz h) PyzhPyhOzh,
L
Sepoh = m ;(xhz - Xh)(zhz’ - Zh) = PzzhSzhSzhs
1 Np Np
Yy = thw N, Z;xhia Zp = Z Zhi
1=
Ni(2) Np(2) Np(2)
Z Ynir Xn(2) = i Zn(2) Z Zhi

Nh(2)

(Pyahs Pzzhs Pyzh) are the correlation coefficients between the subscripted
variables of entire population.

2 Suggested Class of Estimators for Estimating
Population Mean in Stratified Sampling in Presence of
Non-Response

When non-response occurs only on the study variable y (i.e. incomplete
information is available on the study variable y in the A*" stratum while
complete information on the sample of size ny, is available for the auxiliary
variables (x,z)), we define the following class of estimators for population
mean Y as

{ az X + by }g*
My — —
az(apTst + by) + (1 — ) (ag X + by)

a,Z + b,

gz
_x {QZ(azzst +0:) + (1 —az)(a.Z +b.) }
tMyMo) = st _ ,

_athaw(a_:st - X)
M =
e { (2~ a0)(@2X + by) + aa(asTar + bs) }

{ —a,ha,(Zg — 7) }
exp = -
(2 —a)(aZ +b,) + as(aZs + bs)

4)
where (gz, 9z, ha, Rz, Oy O,y Gy, @z, by, by) are suitably chosen scalars and
(M, Ma) are constants to be determined such that MSE of t(y, ar,) is
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minimum. For (M, g., M2) = (1,0,0) the class of estimators ¢y, ar,)
reduces to the family of estimators due to Chaudhary et al. (2009).
Using the standard procedure we obtained the bias and MSE of ¢(ps, ar,)

to the first degree of approximation, respectively given by

1- (gwawvm)‘/llo - (gzazvz)‘/oll
+ (gxaxvx)(gzazvz)‘GOl

M, +9x(gx2+ 1)(

N 9:(9: + 1)(

(1 (hatavs)
2

2
Qi Uz)“Vaoo

2
azvz) ‘/002

Vito

I
=

B(tan m) (hacsvs)

=0t )y
2 011
(hxa:cvx) (hzazvz)
4

ha(hy + 2)(apvy)?
+ ( 8)( ) Vaoo

+M2 ‘/101 —1

hy(hy + 2)(asv,)?
+ ( 8)( ) Voo2

— VM, Ey + MyE5 — 1], 5)

MSE(t( ) = Y?[1 + MPE

+ M3Ey 4 2M My E3 — 2M Eq — 2M> Es), (6)
where
(14 Voo + (0av2)?92(29: + 1)Vaoo + (@2v2)%92(2g: + 1) Vooz
E, = — 4(g2x000:)Viio ;
—4(g.av)Vor1 + 4(9ge0zvz) (9-0.v2) Vior

[ . V) 2hy(hy + 1 a,v,)2h, (h, + 1
PR CERL NS BANCES NS

by = — 2(hgazv:) V10 — 2(hyo,v,) Vorn

+ (heapvz) (hazv,) Vil
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14+ Vo +

(292 + ha) (292 + he + 2)(pvz)
8

(2gz + hz)(2gz + hz + 2)(azvz)
* 8

(292 + ha)(Qzve) (292 + h2)(zv2)
- Vito —

2 2

20, + hy) (29, + hy)(ogve) (v,
20 ) b))y

[1— (gacaacvx)vll(] - (gzazvz)‘/()ll + (gmamvw)(gzazvz)‘/lm

+1 +1 )
i +gx(gac2 ) ( gZ(gZQ ) (azvz)2‘/002

2
Vaoo

2
Voo2

Ey = )
amvx) VY200 +

(hpagvg)(hyazv,)

Vio1

Uy = 7%)2 and v, = %z
T X + by T aZ+0b,
The M SE(t(ar,,m,)) at (6) is minimized for

(E2Ey — E3E5)
(E1E2 — E%)
E\Es — E3Ey)
(E1E2 — E%)

1= = My (say)

™
My = (

= Mz (say)

Substitution of (7) in (6) yields the minimum MSE of by, My) @S

EyE} — 2E3E,Es + B E2)
(E1Ey — E3)

ZWSE@m@thﬂ):Yﬁ[l—( ]. (8)

Thus we arrived at the following theorem.

Theorem 2.1. The MSE of the suggested class of estimators ¢(ys, ar,) 1S
greater than equal to the minimum MSE of ¢(ys, ar,) 1.€.

_ EsE? — 2E3E FEs + ELE?
MSE(t(Ml,Mz))ZY2 |:1_( 2 slalis 2 5):|

(ErEy — E2)
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with equality holding if
M1 = M10 and M2 = MQ().

A large number of estimators can be generated from the proposed class
of estimators t(ps, s,) for suitable values of scalars involved in it. Some
members of the proposed class of estimators (,/, 1z, are discussed below.

2.1 Some Members of the Proposed Class of Estimators
Case L. Putting M; = M and Mz = (1 — M) in (4) we get a class of
estimators for population mean Y as

M { az X + by }QL
az(apTst + by) + (1 — ay)(ag X + by)

{ a,Z + b, }gz
az(aZg + b)) + (1 —a)(aZ +b,)

_axhxaac<j:st - X) }
(2 — ag)(az X +by) + ag(azTs + by)

tv = Jat

+1- e |

{ —a,ha,(Zg — 7) }
exp = -
i (2—ay)(ayZ +b,) + ay(azs + 1)

©)
Inserting My = M and My = (1 — M) in (5) and (6) we get the bias and

MSE of t); to the first degree of approximation as

[ K(Hx - Ga:)‘/ll() + (Hz - Gz)%ll i

+(Ga:Gz - Ha:Hz)VIOI

M + <gac(gm + 1) _ hz(hz + 2)> (Oé:pvm)QVéOO

2 8
B(ty) =Y (g, + 1) hy(h, +2 ;
+ <g (92 ) _ ( 8 ) (azvz)Q%OQ
ha(hy + 2)(pvy)? hy(h, + 2)(a.v,)?
LA RSN (G

—H,Vii0 — H.Vou1 + HH. Vipn i
(10)
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MSE(ty) = Y?[1 + Ey — 2E5 + M?(E; + Fy — 2F3)

—2M(Ey — Es + E4 — Ej5)), (11
where
Hac - (th;xvx)v HZ - (hZO;ZUZ)7

Gz = (gzazvz) and G, = (g.0,v;).
The M SE(tys) at (11) is minimum when

(Ey — Es + Eq — E5)

M=
(Er + E; — 2E3)

= My (say). (12)

Thus the resulting minimum MSE of ¢); is given by

(EQ —FE3s+FE4— E5)2
(E1 + Ey — 2E3)

MSEmin(tM) =Y? [1 + Ey — 2F5 — :| . (13)

Now we arrived at the following theorem.
Theorem 2.2. To the first degree if approximation,

(Ey — B3+ Ey — Es)?
(E1 + By — 2F3)

MSE(ty) > Y? [1 + By — 2E5 —

with equality holding if

(B — Es+ Eq — E5)

M =
(E1 + FEy — 2E3)

Case II. If we set M, = 0 in (4) we get the class of estimators for Y as

az X + by }g‘”
az(apZs + by) + (1 — az)(az X + by)

iy, = Mlg:t {
a,Z +b,

{az(azZst 0 (e Z b }% :

Putting Ms = 0 in (5) and (6) we get the bias and MSE of ¢4, to the first
degree of approximation as

(14)

B(ty,) = Y(M1Ey — 1), (15)
MSE(ty,) = Y2(1 + MEEy — 2M, Ey). (16)
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The M SE(ty, ) at (16) is minimum when

E,4
M, = E = Ml(opt)' (17)

Thus the resulting minimum MSE of ¢y, is given by

_ E?
MSEmin(ta,) = Y? (1 - 4> : (18)
Eq
Now we arrived at the following theorem.

Theorem 2.3. The MSE of t), is greater than equal to the minimum MSE of
ta, Le.

2
MSE(ty,) > Y? (1 — E4>

with equality holding if

Case I11. If we put g, = 0 in (14) we get an improved version of Chaudhary
et al. (2009) class of estimators as

az X + by }gz
z(apTs + bz) + (1 — ag)(a X + by) )

Inserting g. = 0 in (15) and (16) we get the bias and MSE of ¢/, ) to the
first degree of approximation as

tMl(l) = Mlg:t { (19)

B(tu,,,) =Y (MiE} — 1), (20)
MSE(tar,,,) = Y?(14+ M{Ef — 2M\E}), (21)
where
EY = [14 Vo + (0avs) g2 (g2 + 1)Vaoo — 4(g20ave) Vito),

* +1
E4 = [1 - (gxaacfux)‘/ll() + M(
The MSE(tnr,,,) at (21) is minimum when

E*
M, = =4,
1 Eik
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Thus the resulting minimum MSE of ¢y, ,, is given by

B E*Q
A45Emmumhm)::y2<1—»éi> (22)
1

We now established the following theorem.

Theorem 2.4. The MSE of ¢y, i is greater than equal to the minimum MSE
of tMl(l) i.e.

with equality holding if

2.2 Efficiency Comparison
* From (8) and (13) we have that
M S Enin(t(ar, M) < MSEmin(tar) if

(E2E? — 2E3FE,F5 + E1E?)

(EQ —FEs+ FE4— E5)2
(ElEg — Eg) '

(E1 + Ey — 2E3)
(23)
This always met in survey situations. Thus the proposed class of estima-
tors ¢(az,,01,) is more efficient than the class of estimators ¢ .

* From (8) and (18) we note that

>2E5—E2—‘r

Y2(E1E5 — E3Ey)?
Ey(E\Es — E?)

which follows that the proposed class of estimators ¢y, ar,) is better than
tpr, -family of estimators and hence it is more efficient than ¢y, <1>—family of
estimators.

If we set M; = 1 in (19) we get a class of estimators due to Chaudhury
et al. (2009):

MSEmin(tMl) — MSEmin(t(Ml’Mg)) = > 0, (24)

P a; X + by gz
C T Y5t |y (anst + ba) + (1 — ) (an X + by)

(25
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To the first degree of approximation the bias and MSE of tc are
respectively given as

B(tc) =Y (E; — 1), (26)
MSE(tc) = Y?(1 + Ef — 2Ej). 27)
We have from (22) and (27) we have

Y2(B} — Ep)?

MSE(tC) - MSEmin(tMl(l)) = E*
1

>0 (28)
which follows that the proposed ¢y, , -family of estimators is more efficient
than Chaudhury et al. (2009) class of estimators ¢

Finally it follows from (24) and (28) that the proposed ¢y, 17,)-family of
estimators is better than ¢ My and to-families of estimators.

3 Numerical lllustration

For numerical illustration we consider a data set [Source: Koyuncu and
Kadilar (2009)], in which y: Number of teachers; x: number of students and
z: number of classes in primary and secondary schools for 923 districts and 6
regions in Turkey in 2007.

Stratum (%) 1 2 3 4 5 6
Stratified mean, Ny, 127 117 103 170 205 201
Standard deviations njp 31 21 29 38 22 39
and Correlation ny, 70 50 75 95 70 90
coefficients Syn  883.84 64492 103340 810.58 403.65 711.72

Szn 30486.70 15180.77 27549.69 18218.93 8497.77 23094.14
S.n 55558 36546 61295 458.03 260.85 397.05
Yn 703.74  413.00 573.17 424.66 267.03 393.84
Xn  20804.59 9211.79 14309.30 9478.85 5569.95 12997.59
Z, 498.28 31833 43136 311.32 227.20 313.71
Pyzh 0.94 1.00 0.99 0.98 0.99 0.97
Pazh 0.94 0.97 0.98 0.96 0.97 1.00
Pyzh 0.98 0.98 0.98 0.98 0.96 0.98
Wr=10% Synzy 51057 386.77 1872.88 1603.30 264.19 497.84
Non-response Sen2) 9446.93 919829 52429.99 34794.90 4972.56 12485.10
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Stratum (%) 1 2 3 4 5 6
S.nzy 30392 27851 96071 82129 190.85 287.99
Pyzh(zy  1.00 1.00 1.00 0.97 .00 093
Posnzy 099  0.99 1.00 096 099 098
Pyenizy 099  0.99 1.00 099 099 096
W),=20% Synzy 39677  406.15 165440 133335 33583 903.91
Non-response S,y 7439.16 8880.46 45784.78 29219.30 6540.43 28411.44
S.n(zy 24456 27442 96542 68028 214.49  469.86
Pyanzy 100 0.99 1.00 0.98 1.00 099
Pezny 099 099 098 096 098 098
Pyenizy 099 098 098 099 098  0.99
W5, =30% Syn2y 50026 35695 138370 119347 289.41 825.24
Non-response S,y 14017.99 7812.00 38379.77 26090.60 5611.32 24571.95
S.nzy 28444 24763 81121 63128 18830 437.90
Pyanzy 096  0.99 1.00 0.98 .00 097
Pazn(zy 091 098  0.98 097 098 096
pyenizy 097 098 098 099 098 098

Table 1 PRE of t¢ when Wj, = 10%, 20% and 30% non-response for different values of
the constants (g, @z, ha, Az, by)

9z Qg he az by 10% 20% 30%

-05 —-020 0.75 1 11884 115.69 11344
-05 —-025 0.75 1 12426 14526 166.26
-05 —-030 0.75 1 13001 15198 173.95
1
1
1

—_—

—-05 —040 0.75 142.56  166.65 190.73
-05 —-0.50 0.75 156.64 183.11  209.58
-05 —-060 075 1 172.43  201.56  230.7

—

Table 1 gives the PRE of the Chaudhury et al. (2009) class of estimators
tc when Wy, = 10%, 20% and 30% non-response respectively for different
values of the constants (g, g, by, Gz, by).

Table 2 gives the PRE of estimator tj; when W, = 10%,20%
and 30% non-response respectively for various values of the constants

(gmgm Qg , Oy, he, b, Ay, Az, bs, bz)-
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Table 2 PRE of tp; when W), = 10%, 20% and 30% non-response for different values of
the constants (g., gz, Oz, Oz, B, hz, G, @z, ba, b2)

Ja gz [ o ha h. az a. by b, 10% 20% 30%
-05 -05 -02 —-02 075 125 1 1 1 1 841 406.07 292.87
-05 —-05 —-03 —-03 075 125 1 1 1 1 65271 76480 87535
-05 —-05 —-025 —025 075 125 1 1 1 1 71558 83856 959.76
-05 -05 —-04 —-03 075 125 1 1 1 1 84153 98646 1129.05
-05 —-05 —-03 —-025 075 125 1 1 1 1 92801 1088.16 124545
-05 -05 -05 -03 075 125 1 1 1 1 93655 1097.88 1256.58
-05 —-05 —-04 —-025 075 125 1 1 1 1 130433 1530.74 1751.99
-05 —-05 —-05 —-025 075 125 1 1 1 1 1409.92 165448 1893.63
-05 —-05 —-025 —-02 075 125 1 1 1 1 1515.89 178035 2037.68
-05 -05 —-06 —-02 075 125 1 1 1 1 261987 3079.66 3524.80
-05 -05 -03 -02 075 125 1 1 1 1 285418 3364.82 3851.19
-05 —-05 —-05 —-02 075 125 1 1 1 1 479572 5670.80 6490.48
Table 3 PRE of tp;, when W, = 10%, 20% and 30% non-response for different values of
the constants (gz, gz, Az, Oz, Az, hzy Gg, @z, bey b2)
9z 9= Qg Q: he h: az a. bz b. 10%  20%  30%
-05 -05 -02 —-02 075 125 1 1 1 1 137.09 130.58 126.19
-05 —-05 —-025 —-02 075 125 1 1 1 1 14351 167.78 192.03
-05 —-05 —-025 —025 075 125 1 1 1 1 148.61 173.73 198.85
-05 -05 -03 —-02 075 125 1 1 1 1 15033 17575 201.15
-05 -05 —-03 —-025 075 125 1 1 1 1 15575 182.09 208.41
-05 -05 -03 -03 075 125 1 1 1 1 16142 188.73 216.01
-05 -05 —-04 -025 075 125 1 1 1 1 171.36 200.35 229.31
-05 -05 —-04 -03 075 125 1 1 1 1 17779 207.87 237.92
-05 -05 —-05 —02 075 125 1 1 1 1 18197 212774 24349
-05 —-05 —-05 —-025 075 125 1 1 1 1 18891 220.86 252.79
-05 -05 —-05 -—-03 075 125 1 1 1 1 196.17 229.37 262.52
-05 -05 —-06 —-02 075 125 1 1 1 1 200.74 234.69 268.61
Table 3 gives the PRE of estimator tj;, when W) = 10%,20%

and 30% non-response respectively for multiple values of the constants

(nggZa Oéx,Oéz, h:ﬁv hZa axa a27 bxa bz)

Table 4 shows the PRE of the proposed estimator (s ar,)
when W is 10%, 20% and 30% respectively at varying constants

(gx,gz, Qg5 Oy, hxv hz; Ay, Oz, b:c; bz)
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Table 4 PRE of the proposed estimator (s, ar,) When Wiy = 10%, 20% and 30% non-
response for different values of the constants (gx, gz, @z, @z, hx, hzy Gz, Gz, by, by)

Jo gz [ o hae h. az a. by b, 10% 20% 30%

-05 -05 -02 02 075 125 1 1 1 1 919.84 41539 295.18
-05 -05 -03 03 075 125 1 1 1 1 69378 813.14 930.68
-05 —-05 -025 -025 075 125 1 1 1 1 76755 899.74 1029.80
-05 -05 -04 -03 075 125 1 1 1 1 93143 109235 1250.25
-05 -05 —-03 —-025 075 125 1 1 1 1 103848 121837 1394.48
-05 -05 -05 -03 075 125 1 1 1 1 106542 1249.68 1430.31
-05 —-05 —-04 —-025 075 125 1 1 1 1 1598.60 187831 2149.81
-05 -05 —-05 —-025 075 125 1 1 1 1 180276 21184 2424.60
-05 —-05 —-025 —-02 075 125 1 1 1 1 1906.51 224258 2566.73
-05 -05 —-03 —-02 075 125 1 1 1 1 523885 6226.55 7126.56
-05 -05 —-06 —-02 075 125 1 1 1 1 532730 6303.86 7215.05
-05 -05 -05 -02 075 125 1 1 1 1 683428 96766.1 110753

It is observed from Tables 2—4 that for the constants (g, g, 0z, Oy, by,
hy,a.,a., by, b,) considered in these tables, the PREs of the estimators ¢¢,
tar, tar, and t (0, M) Are larger than 100%. So the estimators ¢¢, s, tas, and
t (0, M) are more efficient than the usual unbiased estimator g, which does
not utilize auxiliary information. It shows that the use of auxiliary variable(s)
at the estimation stage is advantageous. For all the choices of constants
(Gs G2y Oy Oyy By By Gy @y by, by, ) the PRES increase for increasing values
of W}, expect for the values of constants given in first row of the Tables 24,
where the values of PREs decrease with increasing values of W,. Larger gain
in efficiency is observed by using the proposed class of estimators ¢y, az,)
over ¥, as compared to the estimators tc¢, ¢y and tjs, . From the results of
the Table 4 it is clear that there is enough scope of selecting the values of the
constants (g, gz, Oz, Az, Ry, by, g, az, by, by) in obtaining estimators from
the suggested class of estimators ¢(7, 17,) better than the estimators g, tc,
tar and ¢y, . Thus the proposal of the class of estimators ¢y, ar,) is justified.

4 Conclusion

In this article we have developed the generalized version of Chaudhury et al.
(2009) estimator using information on two auxiliary variables in presence
of non-response under stratified sampling. In addition to Chaudhury et al.
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(2009) estimator, a large number of estimators can be identified as a member
of the suggested class of estimators. We have obtained the bias and MSE of
the envisaged class of estimators ¢(yy, az,) up to first order of approximation.
The conditions are obtained at which the class of estimators ¢(5/, 17,) has
the minimum MSE. Thus this study unifies several results at one place. So it
is advantageous to the researchers engaged in this area. It has been demon-
strated both theoretically and numerically that proposed class of estimators
t (M) 1s more efficient than the Chaudhury et al. (2009) estimator. Thus we
recommend the proposed class of estimators ¢y, az,) for its use in practice.
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