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Abstract  
 This paper utilizes the information of auxiliary variable for estimating population mean 

in systematic sampling under the effect of non-response in study variable. Along with the 

proposed estimators, the paper also discusses some existing estimators. The expressions of mean 

squared errors of proposed estimators are derived up to the first order of approximation and it is 

observed that the efficiencies of proposed estimators are better than the existing estimators. To 

ratify the results, an empirical study has been performed taking two data sets. 
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Efficiency. 

 

1. Introduction 

 Auxiliary information is the necessary information about the population either 

available in advance or can be obtained through conducting a small survey aside or in 

parallel with the main survey by investing the cost as minimum as possible. The main 

purpose of involving auxiliary variable with the study variable is to increase the 

precision of the estimators but the important thing is that there should be correlation 

between the auxiliary variable and the study variable. Ratio, Product, Regression 

estimators are the examples in this reference. Many authors have used this methodology 

to increase the precision of the estimators in various sampling techniques, some of them 

are  Cochran (1977), Kadilar & Cingi (2004), Singh et al. (2009), Singh, Kumar and 

Smarandache (2010), Singh and Kumar (2011), Malik and Singh (2013), Singh and 

Malik (2014) and Singh et al. (2018). 

 Systematic sampling is scheme of drawing samples from the population 

conveniently. It ensures equal probability for each unit in the population to be included 

in the sample by selecting the very first unit randomly and the next units will get 

automatically selected following a predetermined pattern. Let N be the population size 

and the units are numbered from 1 to N. For drawing the sample of size n first unit is 

selected randomly from 1 to k and the next units will be selected at a predetermined 

interval k such that � = ��.Then the sampled unit will be as- 
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Random start             1            2           3        ………      i       ……………   k 
         1                            1            2           3        ……….     i       ……………   k 

         2                        1+k        2+k        3+k    ……….    i+k   …………….   2k 

          .                            .             .            .        .……….     .        ……………  . 

Row  j                   1+(j-1)k    2+(j-1)k  3+(j-1)k   …….  i+(j-1)k ………….  jk 

          .                           .               .            .         ………..   .         ………….    . 

         n                1+(n-1)k   2+(n-1)k 3+(n-1)k ……….  i+(n-1)k ………  nk 

 

 Due to its simplicity and better efficiency, many authors have shown their 

interest in this sampling scheme in their research works. Some of them are Singh et al. 

(2011), Singh et al. (2012), Singh et al. (2013), Khan and Singh (2015), Pal and Singh 

(2017) etc. 

 

 Non-response is a phenomenon of failing to collect the required data or 

information from the unit selected in the sample. In survey sampling, it is a known fact 

that data can’t be received from every sampled unit. There are many factors such as 

surveying agency’s official status, the visiting time of the enumerator to the sampled 

unit, the nature of the information required, the length of the questionnaire or schedule 

etc. that are responsible for the non-response to creep in the data. Hansen and Hurwitz 

(1946) were the first who discussed the problem of non-response in mailed 

questionnaire. Verma et al. (2014) used this concept of non-response under systematic 

sampling scheme. Let N be classified into two classes i.e. respondent class and non-

respondent class, such that N = �� + �� �� are the units who have responded and �� are those who have not responded to the 

questionnaire or schedule at the first attempt and n be the sample size such that �� and ��are the sampled unit from the respondent class �� and non-respondent class �� 

respectively, such that  � = �� + ��  

Now let us draw a subsample of size 	�from non-respondent class �� to be interviewed 

again such that  �� = 	�ℎ	∀	ℎ > 1 

Here �� and �� are not known then unbiased estimators of �� and �� are ��∗� = ���� � �    and  

��∗� = ���� � � 

The unbiased estimator of population mean is given by  

��∗∗ = ������ + �������  

 

Notations and Terminology 

 Let ���� , ����	be the pair of sample units of the study variable and auxiliary 

variable respectively, where (i= 1, 2…. ,k)  and (j= 1,2,…n) denoting ��� unit in the  �� 
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sample drawn under systematic sampling technique. Mean of the study variable and 

auxiliary variable for  ��sampled unit is given by 

��∗ = !∑ �����#� �$ % &   ��∗ = !∑ �����#� �$ % , ( i=1,2……k) 

 The non-response is seen only on the study variable and the auxiliary variable 

is kept free from it. Taking a sub sample from the sampled observation of non-

respondent unit then an unbiased estimator of population mean &  is given as- 

��∗∗ = ������ + �������  

The error terms are defined as- 

∈(=	 ���∗ − &�& 																																																																																																																					(1.1)			 
∈�= ���∗ − -�- 																																																																																																																							(1.2) 

∈(∗= ��/�∗∗ − &�& 																																																																																																																						(1.3) 																																																																																																																																																																																											
The expectations of the error terms are - 1(2() = 1(2�) = 1(2(∗) = 0																																																																																														(1.4) 1(2(�) = 567∗87�																																																																																																																					(1.5) 1(2��) = 56:∗8:�																																																																																																																					(1.6) 1(2(2�) = 5�<67∗6:∗�6878:																																																																																																							(1.7) 

1�2(∗>� = 567∗87� + (ℎ − 1)� ∗ (&/)� ?@7(�)� 	, ℎ > 1																																																																			(1.8) 

1(2(∗2�) = 5�<67∗6:∗�6878:																																																																																															(1.9) 

Where, 5 = (CD�)C�  67∗ = �1 + (� − 1)67� 6:∗ = (1 + (� − 1)6:) ? = ���  

E = 6 878: 

F = G67∗ 6:∗$  

87 = @7 &H  

8: = @: -H  

I = �<67∗6:∗�6878: 
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@:7 = 1(� − 1) J J���� − -��
�#�

K
�#� ���� − &� 

 

2. Existing Estimators 
 This section lists some existing estimators under systematic sampling scheme 

following with incorporating non-response and without incorporating non- response 

along with their mean square error expressions. 

 

2.1 Without Incorporating Non-Response  
i) The variance expression of usual unbiased estimator in systematic sampling is given 

by L(�M∗)= 5&�67∗87�																																																																																																																			(2.1.1) 

ii) The usual ratio estimator and its MSE expression is given by- 

�N∗ = ��∗��∗ - 

OPQ��N∗� = &�5 �67∗87�+ 6:∗8:�(1 − 2EF)�																																																																				(2.1.2) 

iii) The linear regression estimator and its MSE is given by- �RS∗ = ��∗ + T(- − ��∗) OPQ��RS∗� = 5&�67∗87�(1− 6�)																																																																																										(2.1.3) 
Where, 

 T = UVWUV>  

iv) The expression of Verma et al estimators and their MSE’s are given by- 

       X�∗ = (�/�∗) � Y/DZ(Y/D:̅\∗):̅\∗]Z(Y/D:̅\∗)� 

      X�∗ =	 (�/�∗) �2 − �:̅\∗Y/ �^� 

     OPQ(X�∗) =	5&/� �67∗87� + �1 − 2_`a���6:∗8:� − 2�1 − 2_`a��<67∗6:∗6878:�																						(2.1.4) 

      _`a� = �� b1 − cGdW∗dV∗e �6 fWfV�g 

     OPQ(X�∗) =	5&/��h`a�� 6:∗8:� + 67∗87� − 2h`a��<67∗6:∗�6878:�																																																			(2.1.5) 

     h`a� =	cGdW∗dV∗e �6 fWfV� 
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2.2 With Incorporating Non-Response  
 Since the non-response is seen only on study variable Y then the existing 

estimators take the form- 

 

i)The variance of usual unbiased estimator is given as- L��M∗∗ �
= 5&�67∗87� + (ℎ − 1)� ?@7(�)� 																																																																																			(2.2.1)				 

ii)  The usual ratio estimator and its MSE expression is given by- 

�N∗∗ = ��∗∗��∗ - 

OPQ��N∗∗ � = &�5 �67∗87� + 6:∗8:�(1 − 2EF)�
+ (ℎ − 1)� ?@7(�)� 																																																																(2.2.2) 

iii) The expression of linear regression estimator and its MSE is given by- �RS∗∗ = ��∗∗ + T(- − ��∗) OPQ��RS∗∗ � = 5&�67∗87�(1 − 6�)
+ (ℎ − 1)� ?@7(�)� 																																																																			(2.2.3)		 

 Where 

 T = UVWUV>  

 

iv) The expression of Verma et al estimators and their MSE’s are given by- 

       X�∗∗ = (�/�∗∗ ) � Y/DZ(Y/D:̅\∗):̅\∗]Z(Y/D:̅\∗)� 

      X�∗∗ =	 (�/�∗∗ ) �2 − �:̅\∗Y/ �^� OPQ(X�∗∗ ) = 	5&/� �67∗87� + �1 − 2_`a���6:∗8:� − 2�1 − 2_`a��<67∗6:∗6878:� +(�D�)� ?@7(�)�   

_`a� = �� b1 − cGdW∗dV∗e �6 fWfV�g                                                                                       

(2.2.4) 

     OPQ(X�∗∗ ) =	5&/��h`a�� 6:∗8:� + 67∗87� − 2h`a��<67∗6:∗�6878:� + (�D�)� ?@7(�)� 												(2.2.5) 

     h`a� =	cGdW∗dV∗e �6 fWfV� 

 

3. Proposed Estimators 
 In this section adopting Mishra et al. (2017) log type estimators for population 

mean in systematic sampling scheme under two cases i.e. with non-response and 
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without non-response and their mean square error is derived up to the first order of 

approximation.  XU�∗= � + i log c�-e	, ∀	i		 P	m	no�PXm�X																																																																														(3.1) 

XU�∗= �(p� + 1)) + p�poh c�-e	 , ∀	p�, p�	mqQ	no�PXm�XP																																																							(3.2) 

 

3.1 Without Incorporating Non-Response 
 The MSE of XU�∗ and XU�∗are derived up to the first order of approximation and 

indicated under equation (3.1.1) and (3.1.2) respectively. 

i)min OPQ(XU�∗) = &�567∗87�(1− 6�)																																																																																																					(3.1.1) 

∀	i`a� = −&FE 

ii) min OPQ(XU�∗) = mp�`a�� + up�`a�� + 2np�`a� + Qp�`a� + vp�`a�p�`a� +n																																				(3.1.2) 

m = &��1 + 567∗87�� 

u = 56:∗8:� 

n = &�567∗87� 

v = 2&5I − &56:∗8:� 

e = 2&5I 

p�`a� = (xyzD{|)		(|>Dx}y) 						,			 p�`a� = (�}{D�z|)(|>Dx}y)                

 

3.2 With Incorporating Non-Response 
 The MSE of XU�∗∗  and XU�∗∗  are derived up to the first order of approximation 

and indicated under equation (3.2.1) and (3.2.2) respectively. 

i)min OPQ(XU�∗∗ ) =	5&�67∗87�(1 − 6�) + (�D�)� ?@7(�)� 																																																																																				(3.2.1) 

∀	i`a� = −&EF 
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ii)O �OPQ(XU�∗∗ ) = �m�� − &�� + p�`a�� m�� + 2p�`a�m�~ + p�`a�� m�� + 2p�`a�m�~ −																																						2p�`a�p�`a�m��																																																																																											(3.2.2) 

a�� = Y� + θ&�ρ�∗C�� +	(ℎ − 1)� M@7(�)�  

m�� =	5&6:∗8:�2 − &5I 

m�~ = 5&�67∗87� + (ℎ − 1)� ?@7(�)�  

m�� = 56:∗8:� 

m�~ = &5I 

p�`a� = (m�~m�� + m�~m��)(m��� − m��m��)  

p�`a� = (m��m�~ + m�~m��)(m��� − m��m��)  

 

4. Empirical Study 
 In this section we have taken two data sets to make a comparison of efficiency 

among proposed estimators and existing estimators for population mean adopting 

systematic sampling scheme under two sections i.e. in first section accounting non- 

response on the study variable and in second section keeping both the auxiliary variable 

and study variable free from non-response. 

 

Population 1: [Tailor et al. (2013)] 

 

The data is as: N = 15, n = 3, & = 80, - = 44.47, 87 = 0.56, 8: = 0.28		 6 = 0.9848, 67 = 0.6652, 6: = 0.707 

Population 2: [Singh and Chaudhary (1986), P. 177] 

 

Let y= Cultivated area in acres in 1974 census.       
x= Cultivated area in acres in 1971 census. 

The data is as: � = 128,							� = 25,							& = 853.5,						- = 3243.352,					87 = 0.6729,					8: =0.6045 6 = 0.8311,				67 = 0.036,				6: = 0.076 
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M 

 

h 

 �M∗∗
 

 XU�∗∗  

 XU�∗∗  

 �N∗∗
 

 �RS∗∗
 

 

X�∗∗  

 

t�∗∗  

 

0.1 

 

2.0 

 

100 

 

1600.1 

 

2331.553 

 

355.319 

 

1600.1 

 

1600.1 

 

1600.1 

  

2.5 

 

100 

 

1284.278 

 

1770.289 

 

341.044 

 

1284.278 

 

1284.278 

 

1284.278 

  

3.0 

 

100 

 

1078.311 

 

1437.834 

 

328.282 

 

1078.311 

 

1078.311 

 

1078.311 

  

3.5 

 

100 

 

933.372 

 

1218.031 

 

316.803 

 

933.372 

 

933.372 

 

933.372 

 

0.15 

 

2.0 

 

100 

 

1284.278 

 

1770.289 

 

341.044 

 

1284.278 

 

1284.278 

 

1284.278 

  

2.5 

 

100 

 

1000.044 

 

1317.756 

 

322.394 

 

1000.044 

 

1000.044 

 

1000.044 

  

3.0 

 

100 

 

825.838 

 

1061.966 

 

306.423 

 

825.838 

 

825.838 

 

825.838 

  

3.5 

 

100 

 

708.133 

 

897.641 

 

292.591 

 

708.133 

 

708.133 

 

708.133 

 

0.2 

 

2.0 

 

100 

 

1078.311 

 

1437.834 

 

328.282 

 

1078.311 

 

1078.311 

 

1078.311 

  

2.5 

 

100 

 

825.838 

 

1061.966 

 

306.423 

 

825.838 

 

825.838 

 

825.838 

  

3.0 

 

100 

 

676.946 

 

855.206 

 

288.384 

 

676.946 

 

676.946 

 

676.946 

  

3.5 

 

100 

 

578.741 

 

724.547 

 

273.244 

 

578.741 

 

578.741 

 

578.741 

 

0.25 

 

2.0 

 

100 

 

933.372 

 

1218.031 

 

316.803 

 

933.372 

 

933.372 

 

933.372 

  

2.5 

 

100 

 

708.133 

 

897.641 

 

292.591 

 

708.133 

 

708.133 

 

708.133 

  

3.0 

 

100 

 

578.741 

 

724.547 

 

273.244 

 

578.741 

 

578.741 

 

578.741 

  

3.5 

 

100 

 

494.750 

 

616.366 

 

257.430 

 

494.750 

 

494.750 

 

494.750 
Population 1 
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M 

 

h 

 �M∗∗
 

 XU�∗∗  

 XU�∗∗  

 �N∗∗
 

 �RS∗∗
 

 

X�∗∗  

 

t�∗∗  

 

0.1 

 

2.0 

 

100 

 

297.449 

 

316.69 

 

244.689 

 

297.449 

 

297.449 

 

297.449 

  

2.5 

 

100 

 

286.632 

 

305.025 

 

238.104 

 

286.632 

 

286.632 

 

286.632 

  

3.0 

 

100 

 

276.938 

 

294.602 

 

232.092 

 

276.938 

 

276.938 

 

276.938 

  

3.5 

 

100 

 

268.201 

 

285.233 

 

226.582 

 

268.201 

 

268.201 

 

268.201 

 

0.15 

 

2.0 

 

100 

 

286.632 

 

305.025 

 

238.104 

 

286.632 

 

286.632 

 

286.632 

  

2.5 

 

100 

 

272.459 

 

289.796 

 

229.279 

 

272.459 

 

272.459 

 

272.459 

  

3.0 

 

100 

 

260.287 

 

276.768 

 

221.513 

 

260.287 

 

260.287 

 

260.287 

  

3.5 

 

100 

 

249.72 

 

265.498 

 

214.628 

 

249.72 

 

249.72 

 

249.72 

 

0.2 

 

2.0 

 

100 

 

276.938 

 

294.602 

 

232.092 

 

276.938 

 

276.938 

 

276.938 

  

2.5 

 

100 

 

260.287 

 

276.768 

 

221.513 

 

260.287 

 

260.287 

 

260.287 

  

3.0 

 

100 

 

246.501 

 

262.072 

 

212.503 

 

246.501 

 

246.501 

 

246.501 

  

3.5 

 

100 

 

234.898 

 

249.759 

 

204.737 

 

234.898 

 

234.898 

 

234.898 

 

0.25 

 

2.0 

 

100 

 

268.201 

 

285.233 

 

226.582 

 

268.201 

 

268.201 

 

268.201 

  

2.5 

 

100 

 

249.72 

 

265.498 

 

214.628 

 

249.72 

 

249.72 

 

249.72 

  

3.0 

 

100 

 

234.898 

 

249.759 

 

204.737 

 

234.898 

 

234.898 

 

234.898 

  

3.5 

 

100 

 

222.746 

 

236.924 

 

196.418 

 

222.746 

 

222.746 

 

222.746 

 

Population 2 

 

Table 1: PRE’s of existing and proposed estimators incorporating the non-

response on study variable 
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 �M∗ 

 XU�∗ 

 XU�∗ 

 �N∗ 

 �RS∗ 

 X�∗ 

 X�∗ 

 

Pop 1 

 

 

     100 

 

3314.665 

 

7159.617 

 

389.621 

 

3314.65 

 

3314.665 

 

3314.665 

 

Pop 2 

 

 

     100 

 

  323.339 

 

  344.745 

 

259.941 

 

323.339 

 

  323.339 

 

  323.339 

 

Table 2: PRE’s of existing and proposed estimators without incorporating non-

response 
 

5. Conclusion 
 Table 1 depicts the impact of incorporating non-response on study variable 

with systematic sampling scheme results in the decrease of the efficiency of estimators 

as the non-response rate M and the value of constant h increases the value of percentage 

relative efficiency of the proposed as well as the existing estimators decreases. It can 

also be seen that the efficiency of XU�∗ is better than usual unbiased estimator, ratio 

estimator and equivalent to the liner regression estimator as well as Verma et al’s 

estimators and the efficiency of the  proposed estimator XU�∗  is better among all 

mentioned existing estimators.  

 

 While in Table 2, it can be seen that without incorporating non-response on 

study variable as well as auxiliary variable the pattern of the efficiency of proposed 

estimator XU�∗ is better than usual unbiased estimator, ratio estimator and equivalent to 

the liner regression estimator as well as Verma et al’s estimators while the efficiency of 

proposed estimator XU�∗ is better among the mentioned existing estimators. 

Hence the proposed estimators can be used in practice. 
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