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Abstract 
The present study was taken into consideration to suggest a proficient class of 

estimators for predetermined population mean of variable of interest in stratified random 

sampling by utilizing the auxiliary information of robust measures such as Gini’s Mean 

Difference, Downton’s Method and Probability Weighted Moments. Asymptotic properties such 

as bias and mean square error of the proposed class of estimators have been derived using Taylor 

series method upto first degree of approximation. In the support of the theoretical proposed work 

we have given numerical illustration and from this we conclude that our proposed class of 

estimators performs better than existing estimators. 
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1. Introduction 
As we know that in sample survey, it is always advantageous to use the 

information accessible on the ancillary variable which is highly interrelated with the 

study variable. The use of auxiliary information increases the precision of the 

estimators used for estimating the unknown population parameters. Several authors 

have used auxiliary information on auxiliary variable in the estimation of population 

parameters like Srivastava and Jhajj (1981), Singh and Vishwakarma (2007), Sahai and 

Ray (1980),Bahl and Tuteja (1991),  Srivastava and Jhajj (1983), Srivastava (1971), 

Swain (1970) and Perri (2007). 

 

Here we have tried to incorporate the use of auxiliary information in stratified 

random sampling. Stratified random sampling is alternative method by which select the 

sample form the population. By this sampling design the sample from the 

heterogeneous population is selected in such a way that it represents the whole 

population. However, in this method the population data are grouped in strata and 

sample sizes in each stratum are randomly selected.  Several authors like Kadilar and 

Cingi (2003, 2005), Haq and Shabbir (2013), Sangngam and Hiriote (2014), Shabbir 

and Gupta (2006), Kadilar and Cingi (2003), Maqbool et al. (2017a) and Maqbool et al. 

(2017b) have proposed the two ratio estimators in two separate papers by using the 

ancillary information of Mid-range and Hodges Lehmann respectively. Also Subzar et 



84                                            Journal of Reliability and Statistical Studies, June 2018, Vol. 11(1) 

al. (2017) have also proposed some modified ratio estimators using ancillary 

information of decile mean, quartile deviation, median with correlation coefficient, 

coefficient of variation and coefficient of skewness in SRSWOR for population mean. 

So in the present study we have also utilized the auxiliary information of non-

conventional location measures of dispersion in stratified sampling. We have used non-

conventional measures of dispersion; as these measures are more robust against the 

outliers, present in the data. 

Consider a predetermined population, ).,...,,( 21 Nuuuu =  consists of 

different and detectible units which are assorted from each other. After that Lstrata of 

sizes, ,hN  ( ),...,2,1 Lh = , are made of this population and the strata are 

homogeneous within and heterogeneous between. The study variable, y, and auxiliary 

variables, x, take the values, hiy  and hix , respectively, for the 
thi unit of the 

thh  

stratum. Form each strata we draw the samples of required size hn  ( Lh ,...,2,1= ), 

using proportional allocation as ∑
=

=
L

h

hnn
1

. Before discussing about the existing 

estimators and proposed estimators, we will mention the notations which we have used 

in the present study and are given below 

 

Notations 

N                       Population size                                              

hn                       Sample size in stratum h  

hN                      No. of units in stratum h  

N

N
W h

h =            Stratum weight 

xhC                      Coefficient of variation of stratumh ,                      

hx2β                    Coefficient of kurtosis of stratumh , 

l                         No. of stratum  

hx1β                      Coefficient of skewness of stratum h  

hy                        Sample mean of the study variable in stratumh ,         

hhh nf )1( −=γ , 

h

h

h
N

n
f =            sampling fraction in stratum h  

2

yhS                        Variance of the study variable in stratumh ,                                                               

h

l

h

hst xWx ∑
=

=
1

        Is an unbiased estimator of X  

hx                           Sample mean of auxiliary variable in stratum h  

2

xhS                         Variance of the auxiliary variable in stratum h  
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xyhS                         Covariance between auxiliary and study variables in stratum 

hG                           Gini’s mean difference of the stratum h  

hD                           Downton’s method of the stratum h  

)(hpwS                       Probability weighted moments of the stratum h  

 

2. Existing Estimators in Stratified Sampling 
 In this section, we mention the existing ratio estimators in stratified random 

sampling given by different authors and are given as follows  

 

Separate ratio estimator in stratified sampling  

.
1

h

h

h
l

h

hRS X
x

y
Wy ∑

=

= (Kadilar & Cingi, 2003)                                                      (2.1)                               

An approximated MSE and Bias of the separate ratio estimator given in (2.1) is given as         

)2()( 222

1

2

xyhRSxhRSyhh

l

h

hRS SRSRSWyMSE −+=∑
=

γ  

Where   hhRS XYR =  









−=∑

=
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h

xh

h
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h
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X

S
X

R
WyBias

1
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2γ  

Combined ratio estimator in stratified sampling  

1
_

1
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l
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∑

∑
  

(Kadilar and Cingi, 2005)                                 (2.2)                   

An approximated MSE and Bias of the separate ratio estimator given in (2.2) is given as         
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Combined ratio estimator in stratified sampling, when coefficient of variation is 

known  

_ ( )
( )

st
RC SD x

st x

y
y X C

x C
= +

+
             (Sangngam and Hiriote, 2014)        (2.3)        
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An approximated MSE and Bias of the separate ratio estimator given in (2.1) is given as         
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As the above estimators use the auxiliary information of population mean and 

coefficient of variation, which are affected by the presence of the outliers in the data. 

So keeping this problem under consideration, in this paper we have incorporated the 

auxiliary information of Non-Conventional Measures of dispersion which are robust 

against outliers. Thus our suggested estimators would be always superior to the above 

estimators for any data set. 

 

3. Suggested Estimators 
Keeping the above strategy in view we have advocated the novel modified 

ratio type estimators in stratified random sampling using the supplementary information 

of robust measures such as Gini’s mean difference, Downton’s method and probability 

weighted moments which are insensitive against outliers present in the data and the 

estimators with the expressions of bias and mean square error are given as under 

 

1 ( )
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y
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+
                                                                                        

(3.1) 

Where the Bias and mean square error of the equation (3.1) are given as under 
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Where the Bias and mean square error of the equation (3.2) are given as under 
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Where the Bias and mean square error of the equation (3.3) are given as under 
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4. Efficiency comparison  
We compare here the suggested estimators with the existing estimators 

mentioned above. We will have the conditions as follows: 

 

4.1 Comparison of suggested estimators with separate ratio estimator given 

by Kadilar & Cingi, 2003 

 

)()( stRSpri yMSEyMSE <  

<−+∑
=

)2( 222
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2
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Then (4.1.1) becomes 

BRARBRAR RSRSpripri

22 22 +−<+−  

022 22 <−++− BRBRARAR RSpriRSpri
 

0)()2(2 22 <−+−− RSpriRSpri RRBRRA  

0))(()2(2 <+−+−− RSpriRSpriRSpri RRRRBRRA  

Where there are two conditions as follows 

(i) When 0))(( <+− RSpriRSpri RRRR  
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0
2
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(ii) When 0))(( >+− RSpriRSpri RRRR  
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B

RR

A

RSpri

 

RSpri RR

A
B

+
>

2
        Where .3,2,1=i

 

 

When the condition I and II are satisfied then our advocated estimators are 

more proficient than the estimators given by Kadilar and Cingi (2003). 

 

4.2 Comparison of suggested estimators with combined ratio estimator in 

stratified sampling given by Kadilar & Cingi, 2005  
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When the condition I and II are satisfied then our advocated estimators are 

more proficient than the estimators given by Kadilar and Cingi (2005). 

 

4.3 Comparison of suggested estimator with Combined ratio estimator in 

stratified sampling, when coefficient of variation is known, given by 

Sangngam and Hiriote (2014) 

 

)()( stSDpri yMSEyMSE <  

<−+∑
=

)2( 222

1

2

xyhprixhpriyhh

l

h

h SRSRSW γ

)2( 222

1

2

xyhSDxhSDyhh

l

h

h SRSRSW −+∑
=

γ                                                        (4.3.1) 

<−∑
=

)2( 22

1

2

xyhprixhprih

l

h

h SRSRW γ )2( 22

1

2

xyhSDxhSDh

l

h

h SRSRW −∑
=

γ  

Let xyhh

l

h

h SWA γ∑
=

=
1

2
    and 

2

1

2

xhh

l

h

h SWB γ∑
=

=  

Then (4.3.1) becomes 

BRARBRAR SDSDpripri

22 22 +−<+−  

022 22 <−++− BRBRARAR SDpriSDpri
 

0)()2(2 22 <−+−− SDpriSDpri RRBRRA  

0))(()2(2 <+−+−− SDpriSDpriSDpri RRRRBRRA  

Where there are two conditions as follows 

(i) When 0))(( <+− SDpriSDpri RRRR  

0
2

<+
+

−
B

RR

A

SDpri

 

SDpri RR

A
B

+
<

2
 

(ii) When 0))(( >+− SDpriSDpri RRRR  

0
2

>+
+

−
B

RR

A

SDpri

or

SDpri RR

A
B

+
>

2

 



90                                            Journal of Reliability and Statistical Studies, June 2018, Vol. 11(1) 

 

When the condition I and II are satisfied then our advocated estimators are 

more proficient than the estimators given by Sangngam and Hiriote (2014). 

 

5. Empirical study 
For the population, we use the data of cultivation and production of apple in 

district Baramulla of Kashmir in which the apple production (in tons) is denoted by Y 

(study variable) and number of apple trees are denoted by X (auxiliary variable, 1 unit = 

100 trees) in 499 villages of the Baramulla region of Jammu and Kashmir in 2010-2011 

(Source: RCM project, pilot survey for estimation of cultivation and production of apple 

in district Baramulla, RCM approved project). We apply the proposed and existing 

estimators to this data set and the data statistics of this population is given in Table 1. 

Statistical analysis of these estimators is given in Table 2 and percent relative efficiency is 

given in Table 3. 

 

Stratum 1 Stratum 2 Stratum 3 Stratum 4 

1N = 156 
2N = 116 3N = 117 4N = 110 

1n = 15 
2n = 15 3n = 15 4n = 15 

1X = 10.317 2X = 12.117 3X = 6.053 
4X = 7.187 

1Y = 22.15 2Y = 37.97 3Y = 21.79 
4Y = 25.94 

11xβ = 0.12 12xβ = 0.10 13xβ = 0.29 14xβ = 0.31 

21xβ = 1.15 22xβ = 1.01 23xβ = 1.24 24xβ = 1.32 

1xC = 28.69 2xC = 19.72 3xC = 39.54 4xC = 48.78 

1yC = 86.02 2yC = 57.99 3yC = 39.54 4yC = 48.11 

1xS = 2.960 2xS = 2.389 3xS = 2.393 4xS = 3.506 

1yS = 19.06 2yS = 22.02 3yS = 8.62 4yS = 12.48 

1ρ = 0.840 
2ρ = 0.860 3ρ =0.890 4ρ = 0.901 

1G = 9.678 
2G = 10.338 3G = 7.345 4G = 7.231 

1D = 8.678 
2D = 9.637 3D = 6.889 4D = 6.345 

1pwS = 7.899 2pwS = 8.678 3pwS = 5.781 4pwS = 7.678 

 

Table 1: Descriptive statistics of the population 
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Estimators Bias Mean square error 

RSy  1.674860919 558.9088144 

KCRCy _  -0.147656756 438.1938213 

SDRCy _  -0.176567564 425.1938215 

1pry  -0.315678912 165.3324190 

2pry  -0.289675325 158.7867542 

3pry  -0.267897534 152.7875649 

 

Table 2: Statistical analysis of the estimators for the population 

 

 

 RSy  KCRCy _  SDRCy _  

1pry  338.0516 265.0381 257.1751 

2pry  351.9871 275.9637 267.7766 

3pry  365.8078 286.7994 278.2909 

 

Table 3: Percent relative efficiency of the proposed estimators with the existing 

estimators 

 

6. Conclusion 
 Thus from the efficiency comparison and numerical illustration of suggested 

estimators given in section 4 and section 5 respectively with the mentioned estimators 

in literature, we reveal that our estimators perform better than the mentioned estimators 

in literature as their mean square error and bias are lower than the mentioned estimators 

in literature. So keeping the above results in view, we then strongly recommend that our 

suggested estimators are not only robust but also proficient than the estimators in 

literature and preferred over estimators in literature for use in practical applications. 
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