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Abstract

In this article, we have envisaged a new family of estimators for finite population mean
of the study variable Y under simple random sampling (SRS) utilizing one auxiliary variable. The
work is also extended for the case when study variable has sensitive nature. Optimum properties
such as bias and mean square error (MSE) of the proposed family of estimators have been
determined for both cases. It has been shown that the proposed family of estimators is more
efficient than existing estimators. In the support of the theoretical proposed work, we have given
numerical illustration.
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1. Introduction

In survey sampling, precision of the estimates of the finite population mean of
study variable y can be improved considerably by the wuse of known
supplementary/auxiliary information. Ratio, product and regression are the most
commonly used techniques for utilization of auxiliary information. Cochran (1940)
Introduced ratio estimator by utilizing auxiliary information under simple random
sampling. Sisodia and Dwivedi (1981), Upadhyaya and Singh (1999) and Singh and
Tailor (2003) introduced some ratio-type estimators by adapting Cochran (1940) and
using available parameters of auxiliary variable. Kadilar and Cingi (2004) extend the
work in this field by combining the idea of ratio and regression estimators. Several
authors namely c.f. (Jeelani et al. (2013), Subramani and Kumarapandiyan
(2012a,2012b,2012c¢), Yan and Tian (2010), Subramani and Prabavathy (2014), Abid et
al. (2016) etc) followed the strategy of Kadilar and Cingi (2004). Taking motivation
from Bahl and Tuteja (1991), Grover and Kaur (2011) proposed an improved family of
estimators. Further, Grover and Kaur (2014) introduced the generalized version of
Grover and Kaur (2011) and Shabbir and Gupta (2011) estimators. Singh et al. (2016)
and Tarray (2016) studied the class of estimators of different population parameters.
Singhand Tarray (2014) studied the estimation of population proportion possessing the
sensitive attribute.



44 Journal of Reliability and Statistical Studies, December 2017, Vol. 10(2)

n n

Z% fo

Let y =-— and X =-=— be the sample means of the study and auxiliary variables
n n
o : , : y-Y
having size n respectively. To obtain the bias and MSE let us definee, = v and
X-X
e = * 2 Such that
X

E(e,) (&) =0,
E@) =(ﬂ]03 ~b,,
e

w1 e =,

1-
E(ee) :(Tfj pC,C, =b,,.

where we used b,, b, and by notations for abbreviation. In this section firstly we
reviewed some important estimators of population mean and their MSEs.

The variance of unbiased estimator y is given by

D, =V () =Y’b, (1)
Cochran (1940) developed the following mean per unit estimator as follows
~ X
D, =y{f} @)
X
The MSE of D, is
MSE (D,)=Y"[b, +b, —2b,] 3)
The conventional regression estimator is given by
D,, =y +b(X-X) (4)
The MSE of bwg is
A — b’
MSE(D,,,)=Y" {bo - f} (5)
1
Bahl and Tuteja (1991) developed the following exponential estimator
. X-x
D, =yexp| = 6
=Y p[ Fa f:| (6)

The MSE of D, is
MSE(D )=Y’ [bo —%—bm} (7)

We can describe some of the estimators which are suggested by different authors as
given below:
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D, =yl,  fori=12,...,26 ®)

= cY cX +d
=Y+ X -X) |,y =—= A= .
where ¥ [)/ ( x)] Vi Xad T aed

We can generate some important studies from (8) as given in Table 1. Kadilar and
Cingi (2004) (for i=1,2,.....,5) developed a class of ratio estimators by using the
conventional descriptives of population. After that a number of researchers adopted
their strategy and provided several modified ratio estimators (c.f., Kadilar and Cingi
(2006); (for i=6,7,.....,10), Yan and Tian (2010); (for i=11,12), (Subramani and
Kumarapandiyan (2012a, 2012b, 2012c¢); (for i=13,14,..,16), Jeelani et al. (2013); (for
i=17) and Abid et al. (2016); (for i=18,19,....,26) are given by

Est c d Est c d
D, =yh ! 0 D =W, C, M,
vy | ¢ | bmwr | A0 | M,
D v, i B | Do-ph, | A® M,
=y, | A c, S =y, | A 0D
D~y C, B | Dy-yi, [ ™
Ds =V 1 p Dy =Wy C, ™
D, =yk, C, p = vy, P ™
), =i, P C 5, =, 1 MR
Dy =Wy B, (x) P D, =y, C. MR
B = Vg P £,(x) Dy, —yi, P MR
D, =y, 1 Bi(x) D,, =y, 1 HL
D =W, B (x) B(x) D, =vi, C, HL
S =, 1 1 Dy, =iy, Y HL

Table 1: Estimators of Kadilar and Cingi (2004) and those based on their
adaptation

For the details about the terms mentioned in Table 1 such that
(M,,0.D,TM ,MR,HL) see Abid et al. (2016). The MSE of D, (fori=12,....,26),
given by

MSE(D,) = f'[ 782 +5;(1-p") ] )

Kadilar and Cingi (2006b) proposed four new estimators by merging the
estimators of Kadilar and Cingi (2004) are given by
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R v X-%) — v X-%) -
DKCl:leaJ/"'b(_ x)X+w21<C1y+_b( x)(X-i-Cx) (10)
X x+C,
. V+b(X -%X) = V+b(X-%), =
Dyer = XX g, pre2 YHOXN) (3, g () (an
X X+ 5, (x)
. SV +b(X-X) = L V+bB(X-X) =
D . =TTV % s VI TY) g (o4 C
kc3 =@ < 3 TA(x)+C. (X, (x)+C,) (12)
. L V+b(X -X) < y+b(X -X) . =
D =a)KC4y—X+a)KC4— CX+pf(x
kca = @ < ) Cx)_c-i-ﬁz(x)( x B, (x)) (13)
where the optimum values of o " and @ for (i=1,2,3,4) are
a)lKCl(Upl) — 7/10 ’a)zKCl(Upl) — 7/9 ’leCZ(opt) — 7/11 ’szCZ(npt) — 79
YVio =7 Yo =70 Y =7 Yo =7
a)lKC3(0m) — }/12 ,C();(C3(O/}l) — 7/9 ’a)lKC4(0pl) — 7/13 ’wa4(0pl) — 79
V2= Yo =2 Y13 =% Yo =13
The MSE minimum of Do (01=1,2,3,4) is
MSE(D,) = MSE(D,) (14)

Similarly, by taking motivation from Kadilar and Cingi (2006b) one can merge any two

estimators D, (for i=12,.....,26) and get results equal to regression estimator.
Grover and Kaur (2011) introduced thefollowing exponential estimation of
population mean as follows

A _ = _ X-x
D, = [91p1y+qu2 (X—x)]exp[m}, (15)

The MSE of D,, is

A _ 2 2 2
MSE(D,})) =Y + GOy T 91V + qupqupZUClp - 2qlpIUDlp — 241,,2051,,
where

UA Ip

=Y?[1+b, +b = 2b,1, vy, = XY[b, - b, ]
3, b —_b
_1_%, Vg =Xy51

= X?h,, v,

Ip
v, =Y[l+
Dip

which is minimum for

opt __ UBIpUDIp _UClpUElp opt __ UAIpUEIp _UCI[)UDI[)
qlpl - and qlp2 -

2 2
UAI[) UBI[) - UCI[) UAlp UBlp - UClp

MSEmin (DI[)

(16)

2 2
) _ }72 _ UBlpUDIp + UAI[)UEI[) - 2UCIpUDlpUEIp
- 2
UAIp UBlp - UCIp
Shabbir and Gupta (2011) introduced the following estimators for the estimation of
population mean as follows

’

- _ = _ A'—a
D, =[qxg1y+qxgz(X—x>]exp[ A,M,} (17)

where A,Z)?'FNA_/ and a'=f+N)?.
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By substituting A" and @', we can write D, as
- _ = _ X-X
D, = . +q. X —X) |€EX _—
sg I:quly quZ( )] p|:2NX+X+f:|

The MSE of D, is given by
MSE(DYg) = }72 + qsngUAsg + qSZgZUBSg + quglqngUCSg - zqsgIUDsg - zqngUExg

where
_ 2 — J—
UASg = Y2 1+b0 + bl 2 bOl > UBsg = Xzbl > UCSg =XY bl _bol
(N+1)" (N+D (N +1)
= 3b b —— b
AU | P I TR ¢ .
SN+’ 2(N+1) AN+
which is minimum for
and q:é); — UASgUESg - UCSgZUDSg
UASg UBSg - UCSg

opt __ UBSgUDSg _UCSgUESg
sgl =

U 45gUssg — Uésg
. v U, Vs =20, Up U
MSEmi“ ( Dsg) _ |: y2_ Bsg”Dsg Asg VEsg : CsgYDsg YVEsg :l (18)
U 45eUse ~ Uty
Grover and Kaur (2014) introduced the generalized form of Shabbir and Gupta (2011)

estimator as follows
. _ - _ v(X -X)
D, :I:qgkly+qgkz(X—x)Jexp[U()?_f)_i_Zi} (19)
For ease in calculation they use v =1 and 4 =-1
The MSE of D, is given by
MSE(ng) =Y+ qjkluAgk + qizUng + ququngUCgk - zqgklUng - zqngUEgk
where
Oy = V[ 14D, +402b, 40,y |, Uy = X°b;, vgy = XV [ 20,,b, — b,
_ 30Xb — vX
2 k™1 _ —
Ung =Y [1 +gT_9gkbOl] 5 UEgk = XYHgkbl , Hgk = m

which is minimum for

U, U, , —U. D

Bgk ™ Dgk Cgk ™~ Egk opt __
{ } and Gor =

|: UAgk UEgk - UCgk Ung :|

2
UAgk Ung - UCgk

opt _

9or1 = 2

UAgk Ung - UCgk

X Vg Up 0,V — 200, 0p U

MSEmin (ng) — |:Y2 _ Bgk ™~ Dgk Aghk ™ Egk . Cgk ™~ Dgk ™~ Egk :l (20)
UAgk Ung - UCgk

Shabbir et al. (2014) introduced the following difference-cum-exponential estimator for

the estimation of population mean as follows

_{GXP(X—J_Cj+exp(;—f_(]}+q‘j1)7+q‘i2()_(—f)}exp(§_§;§j 20
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The MSE of D, is given by
MSE(D;) = Y+ qJZ'IUAj + qu'z‘)s/ +2419,,Vg —24,Vp; — 24,05

where

v, =Y? [bo —b,, +%bl}, v, =Y [l+b,+b =2b,], vy =Xb, v, =XY[b by ],

J

—,.3b 3 == 1
Uy :Yq%—bo —Zbl] ) Uy =)(Y[b0l _Eb'J

which is minimum for

Up Uy — U 0p. U, U, —U~Up.
opt | ZBTD) TG TE opt _ | Z47E ~ UGTD;
qjl _|: andqu_

2 2
UiV — Vg L ;Vp — Vg

2 2

L 4Ly ~ UG
Haq and Shabbir (2014) proposed three estimators for the estimation of population
mean. Their first estimator is as follows

5 (X . x S - X-x
Dy, = | =t= |t X —X) |exp| =—— 23
hsa |:qhml 2 [ f XJ qhsaZ( ):| p|:X +)_C:| ( )
The MSE of D, is given by

MSE(Dhsa) = YZ + qfsaIUAhsa + qlfsaZUBhsa + 2qhsalqhsaZUChsa - 2qhsaIUDhsa - 2qhsaZUEhsa
where
Osa = Y’ [1+b0 +b _2b01] > Uphga = szb1 >
— — 71 __T1
Uhsa = XY[bl _b01] > Upjsa = Y [1+§b1 _Ebm] s Ugpeg = XY Ebl
which is minimum for

opt _ |: UBhsa UDhsa — UChsa UEhsa :|

Dhsat = 2

opt  _ |:UAhsa UEhsa — UChsa UDhsa :|
UAhsa UBhsa - UChsa

2
UAhsa UBhsa - UChsa

2 2
A UgnaUbisa + UtnsaPinsa — 20chsalpisa.
MSEmin (Dhm) — |:ULh5a __ ZBhsa™ Dhsa Ahsa ™ Ehsa - Chsa~ Dhsa™ Ehsa :| (24)
UAhA\'a Uma - UChA\'a

Second estimator of Haq and Shabbir (2014) is as follows

. y X-x x-X - _ X-x
D, = =—Jexp| = +exp| ——= |r+ X —X) |exp| =——— 25
hsb |:qhsb1 2{ p(X—i—)?] p()_c+X]} Grspa ):l p[X+)?:| (25)

the MSE of D,,, is given by

A _y2 2 2
MSE(D,,) =Y" + 4110115 + Disp2Vsisr + 251D Ocnss ~ 28 Vonss — 2 Vs
where

_ 5 _ __
U ppspy = Y? |:1+b0 +Zb1 _me:l > Upgy = X2b1 > Uy = XY[bl _bol] ,

— 1 1 ——1
Ubhst =Y2[1+5b1 _Ebm] > Upigy :XY|:5bl:|
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which is minimum for

opt _ |:UthbUDhsb ~ Ucnsy Vnss } and ¢ = |:UAhsb Yo ~ YonsoPousy }

Disp1 = B hsb2 =

2
U 4nsv Vs ~ Ynsp U 4nsvVsnsy — Ycnsh

2 2
N Vg Ury s + 0, 05— 200 Uy, U
Bhsb " Dhsb Ahsb " Ehsb Chsh Y Dhsb Y Ehsb
MSE, . (D,,) = |:Uthb iE— — T :| (26)
O v Pnsy — Vcnsp

Third estimator of Haq and Shabbir (2014) is as follows

A y(X X X-x x-X - _ X-x
D,,: | —t+t= X — +€X — + o X —X) |exp| ——
hsc |:qhm1 4(2 XJ{ p[X—l—)_C] p()_C-FX]} qhscl( )} p|:X+)_C

@7

A

The MSE of D is given by

A _ 2 2 2
MSE(Dhsc ) - Y + thL'IUAhsc + qhchUBhsc + 2qhsclthUZUChsc - 2qhscluDhsc - thSCZUEhSL'
where

'9Ahsc =y’ [1""170 +%b1 _2b01:| s T = szbl > ‘gcmc = ﬁ[bl _bol]

_ 1 ——1
Ge =Y 140, —=by, |, Sy, = XY | =,
2 2
This is minimum for

opt  _ |:196’hsc l9Dhsc — 19Clmr lglz‘hsc :| an d opt  _ |:l9AhsclgEhsc — l9Chsc lgDhsc :|

hscl — 2 hsc2 — 2
l9Ahsc l915’/15(' - lgChsc

‘9Amc‘93hsc - gcmc

2 2
A UpnseOnise T OnsePinse = 20chse Vnse L.
MSEmm (Dhsc) — |:ULhSC __ ' Bhsc™” Dhsc Ahsc™ Ehsc - Chsc ™~ Dhsc™ Ehsc :| (28)
UAhA\'c Uth(' - UChA\'c

In this paper, our objective is to construct a new family of estimators utilizing
single auxiliary variable under simple random sampling scheme. Which provide much

better estimate of population parameter Y from a number of estimators available in
literature under certain efficiency conditions. Further, new family of estimators is also
proposed for the case when study variate is sensitive and supplementary variate is non-
sensitive.

2. Proposed Family of Estimators
We propose the following generalized family of estimators as follows

. _ X -Jx X-x
D, =|wyexp g +w, |exp _—f_ (29)
JX +% 26X - X +X
where w;, w, are any constants and & is known value of auxiliary variable or any
suitable scalar. We can generate some new estimators from (29) for different value of

& as given in Table 2.

To find the bias of DN we can rewrite the (29) with the e terms as given by:
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A — — 3 2 _
D,-Y= wlY{1+e0 —ke —kee +2kzelz}+w2 {1—26—15+8€?}_Y
where k, :2—1§+%, k, :éJréJr%

E >
l—||
=
<
g
TN
S5
+ |1
aE
N—
+
=
1
[¢]
>
’-c 1
><1| <
+ |1
= | =1
1

+

3 X-x x
I e +W2 EXp| ———=——==

J 2C X-X+X

)

7J+W2 €eXp

X-X :l B, (x)

BEE
sl S

+

exp

@)
|
+
=
>
)
|
| =

T
+
L
[\e]
o
|
| =
N——
>l
|
><|
+
=

Table 2: Some family members of proposed class

8&?

MSE (bN) =Y+ W12¢A1 + W22¢31 FwWwde, + Wiy, + Wby,

The bias of ﬁN is given by

B(D,)= wﬂ?{l—klb01 +kyby fw, {1 +
The MSE of bN is

where

- b
B =V {1+b, + (K +2k,)b, 4k by, | . 4, =1+§—12

= 3 K 1 —
2Y{1+[@+Z+kzjbl —(E+k1]b01 } , ¢D1 =27 {1+k2b1 —2k1b01}
= 35
¢E1 =-2Y {14—?}

Pe

By minimizing MSE of DN , we get the optimum values of wy, w, i.e.



A new family of estimators for mean estimation ... 51

opt __ _2¢31¢Dl +¢61¢51 opt __ ¢c1¢D1 _2¢A1¢E1
= = | and )" =| ———F"—=
4¢A1¢B1 - ¢Cl 4¢A1¢B1 - ¢Cl

Hence, minimum mean square error of D, , i.e.

v2— ¢31¢012 + ¢A1¢E12 _¢C1¢D1¢E1 :| (30)

MSE (D, |=
" ( N) |: 4¢A1¢31 _¢C12
3. In Case of Sensitive Study Variable
In Section 2 we have elaborated the issue of estimating the finite population
meanY of the study variable Y assuming that auxiliary variable X, highly correlated
with Y, isknown in advance. In simple words we can say that both the study and the
supplementary variables are directly observable. But sample surveys like habitual tax
evasion, reckless driving, indiscriminate gambling, abortion etc; contain sensitive
questions. In such type of sample surveys, we can’t get a truthful direct response of our
concerned sensitive questions. Warner (1965) developed the Randomized Response
Technique (RRT) for solving this issue. Let we take S as a scrambling variable which is
independent of Y and X. Further, respondent provide a scrambled response for Y given
by Z =Y +S and non-sensitive response for X. So Zis the population mean of the

such that

. z
scrambled variable. Let us define ¢, =

E(ey)= [ﬁ] C2=b,

n

1—
E(eo'el ) = (Tfj p..C.C, = by,

where C, is the coefficient of variation of variable Zand p_ is the correlation between
X and Z.The variance of ordinary estimator Zof sensitive study variable is given by

0, =V(2)=Zh, 31)

5, = z{é} (32)
X
The MSE of b, is
MSE (3, )= Z*[by +b, —2by,] (33)

Gupta et al. (2012) developed Sreg in case of scrambled response is given by

d,, =Z+b(X-X) (34)
The MSE of b, is
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MSE(3,, )= 2" {bm ——’} (35)

—] (36)
X
The MSE of by, is
A ~2 2 2
MSE(DIP)zZ L R Vazp+2pA1pp31chzp_2pzp1Vsz_2pzszEzp

where
V= 22[1+b0, +b, —21)0,1], vy = Z by Ve, = XZ[b = by, |

- 3 b, b
p— 2 —— e — —
on =2 {1+ 81 ;1} vElp_XZEI

which is minimum for

Ip1 2 p2

opt _ | VeV ~VepVep opt | YaVEp ~ VepYoip
- -_— 5 p— —
VapVaip ~Vep

2
VapVap ~Vep

(37

2 2
72 VapVop +VapVep —ZVCIPVDIPVEIP
2
ViV — Vep

MSE,,, (3,,) {

Taking motivation from these, let we adapt some major families of estimator from
Section 1 for scrambled response, in the upcoming sub-section.

3.1 Adapted Estimators
By adapting Bahl and Tuteja (1991) we propose an exponential estimator as

follows

2, =Eexp{§;§} (38)
The MSE ofb,, is given by

MSE(3,,)= 2" [bo. +b741—b0,1} (39)

By adapting Shabbir and Gupta (2011) we propose an exponential estimator for
scrambled response as follows

A

[ :[psglg"'psgz ()?_f)JeXp[j,;Zr:l "

where 4'= X + NX and a'=X+ NX

By substituting A and d, we can write Ssg as

A

_ —_— X-%
0, = [nglz + Do (X—X)] exp {m}

The MSE of by is
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MSE(avg) = Zz + pxglszSg + pngZVBSg + 2prngngCSg - 2pxg1vag - 2pxg2vESg

where
= b 2b, =
Vi =2 | 14+by +————— | v, =X"h,
(N+1)" (N+1)
= b = 3b by == b
Ve = XZ| ——— by, |, VDsg:ZZ 1+ L Vo = XZ———
(N+1) §(N+1)" 2(N+1) 2(N+1)
which is minimum for
p:g; — VBSgVDSg _V(,‘ngfz"sg , p:g; — vAsngsg _v(,‘sgvlz)sg
vAsngsg - VCSg vAsngsg - vCSg
2 =2 VBS vDs ? +VAS VEs : _2VCS VDs vEs
MSE, . (asg)z 7% B D s T T D B (41)
VAsgVBsg _stg

By adapting Grover and Kaur (2014) we propose an exponential estimator for
scrambled response as follows

R _ - v()_( —)_c)

ng = [pgklz + Poa (X —x)] exp [m:l (42)
For ease in calculation they use v =1 and A = —1.
The MSE ofﬁgk is

MSE(ﬁgk ) =7+ pgklszgk + pngZVng + 2pAgk P Vea — 2pgk1ngk - 2pgk2vEgk
where
Vi =27 [14by +40,°b, = 40,by, |, vy = XDy, vy = XZ[20,,b, - by, |,

vX
2(\/)? + /1)

[ ose0m o
ngk =711+ 5 _egkb()'l . vEgk :nggkbl 5 ggk =

which is minimum for

opt | VBekVDek ~ VegkVEgk opt | VagkVEek ~ Yook VDok
Do = 2 > Pgio = 2

vAgk ngk - ngk vAgk ngk - ngk

2
Vagk VBek ~ Vegk

2 2
A Ve VYV, V. T2V, VY
MSEW-” (agk) — |:Zz ' Bgk "Dgk Agk ¥ Egk Cgk ¥ Dgk * Egk :| (43)

By adapting Shabbir et al. (2014) we propose an exponential estimator for scrambled
response as follows

s |z X-x X-x _ e X-X
0, = {E{exp[m]+exp(m]}+pﬂz +PjZ (X—x):l eXp()_(+fJ (44)

The MSE of b; is
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MSE(ﬁj) =7’ + DV P Ve ¥ 2D, PaVe — 2P0V — 2P0V
where

v, =2’ [bo, ~by, +%bl} vy =27 [1+b, +b,=2b,] , vy = X°b,

__ I3 3 B X
Vg = XZ[b by, vy :ZZ[E”O'I —by _me}’ Vi :XZ|:b0'1 _Ebl}

which is minimum for

ot _ | Y5V ~VVe o | Yai¥5 ~ VgV
pjl - 2 ) ij - 2

ViV ~ Ve ViV ~ Ve

(45)

2 2
_VgVp TVVg — V5V Vi
2
Ve Vg

MSE,, (3,)= {vu

By adapting Haq and Shabbir (2014) we propose three exponential estimators
for scrambled response. First proposed estimator is as follows

A z X x o X-%
Dhsa = |:phsa1 E{exp (? + 7]} + phsaZ (X - x)} exp(i—-k)_(j] (46)

The MSE of 9, is

hs

MSE (6hxa ) = Zz + p IfSGIVAhSa + p ;vavtha + 2p hxalp hSaZvChxa - 2p hxalthSa - 2p hvaVEhSa
Where
Ve =2 [14by +b, =28y, , vyoo = X°b, , Vo = XZ[b — by, |

Ahsa

_ 1 —| 1
Vphsa = A |:1 +%bl _Ebo'l:l s Ve = XZ |:5b1:|

which is minimum for

opt __ |:vBhsa thsa B vChm thsa i| opt  __ |:vAhsa thsa B vChm thm i|
5

phml - 2 hsa2 —

2
vAhsa vBhsa - vChm vAhsa vBhsa - vChm

2 2
A 1% \% v —-2v v v
2 Ve @ T Vs ! ) ) )
MS’E ) (Dhm ) — |:Z ___ Bhsa " Dhsa Ahsa” Ehsa ZCh_m Dhsa ” Ehsa :| ( 17)

min
VAhsa vBhsa - vChsa

Second proposed estimator by adapting Haq and Shabbir (2014) is as follows

- z X x x-X = - X-%
U |:phsb1 E{GXP [; + 7] +exp (m]} + Pispo (X - ):| €Xp [m} (48)

The MSE of by, is

A ) 2 2
MSE(DI’L\'[J ) - Z + phxbl vAhxb + phSIJz vBhS[J + 2pA1’lS[J thSb vChxb - 2phxblthxb - 2phxb2thxb
where
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_ 5 _ _
Vansy = z [1+bo' +5b1 _2b0'1:| > Vansy = X2b1 > Yoy = XZ[bl _bO’l] >

_ 1 1 —| 1
Vpusp = z? |:1+Eb1 - 2bo'1:| s Vi = XZ [Eb1:|

Vanso Venso — VenshYonsp :|

which is minimum for
oot _ | VanshYonss — Yensy Vensp oot _
Phsp1 = 2 > Phsb2 =
VY ansv Vs ~ Vensw Vo Vnso — Vnsb

} (49)

2 2
Vo Vonss + VansVenss — 2V 156V Dt Viensh

Vinsh
VAhsb vBhsb - VChsb

MSE,,, (6hsb) = |:

Third proposed estimator by adapting Haq and Shabbir (2014) is as follow
z X x X-% ¥-X - X —

(&) —_—t = —_ (&) _ + o X -X c _

{[ Xp[f XJ]exp(X-l-)_C] Xp( —J} plmcl( x):| Xp(X-l—fJ

6hsc = |:p hscl Z
(50)

The MSE of 9, is given by
MSE(6 ) = ZZ + phxclszhSe + pherZVthe + 2pA1’lSL’ thSL’vChSC - 2phxclthxc - 2phS62thS(‘

v, =2’ [1 b, +2b ~2h,, } vy, =X’b,ve =XZ[b—-b,],

|

= 1 ——| 1
2
v, =Z"|1+b—-=b, |, v, =XZ|=b
hsc hse
2 2
which is minimum for
opt By Vth - VCIm. VE/,.:L opt VAh.w VEIm. - VCh.w VDIm.
2 > Phser = 2
VAM VBhn‘ - Vc/m

p hsel — v v v
Apse " Bise Chse

|

2 2
_ VBIm. VDIm. + VAIm. VE/,.:L 2VCIm. VDIm. VE/,.:L ( 51 )
2
v ch

Mngm (Dhsc ) = VL,N,
Va, V.

3.2 Proposed Family of Estimators in Case of Sensitive Study Variable
We propose the following generalized family of estimators as follows:

Mjﬂ-wziexp [;}?—__)_C_} (52)
28X - X +Xx

6N =[wlfexp[f
X +4X
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where w,, w, are any constants and & is known value of auxiliary variable or any

suitable scalar. We can generate some new estimators from (52) for different value of
& as given in Table 3.

Estimator &

2., =| wzex @+w ex X-x
N =W p\/?-i-\/? ) p)?+x

|
‘ I
I =1
L
—_

VX -F [ X- =
X x

<>

v =| Wzexp| ———— |+w, |exp

X
VX +4x 1 L2G - X+

Jx % [ X% } B, (x)

<>

N3 = wlfexp \/?—-f_\/: +w, [exp
X

i n

_ _ _ _ 1—-—
_ (Jx =% X-x ( Nj
va =| Wzexp| ———— |+w, |exp

i VXdx) 2(1—@)‘(—)‘(@

<>
|

Table 3: Some family members of proposed class in case of sensitive study variable

The bias of by is

2

A — 3b, =
B(DN): WZ {1-kb,, +k,b |+ w, {1+ 851 }_Z
The MSE ofdy is
MSE(ﬁN) =27+ W B, + Wiy + WWsd, + W, + Wy
where
= b
b, =2’ {1+b0, +(kl +2k, )b, —4k1b0,1}, s :1+§—12,

= 3k 1 _
¢C1 222{14-[@4'2—%4'](2)1)1 _[2_§+k1]bu'l} , ¢Dl =27’ {1+k2b1 _klbn’1}9

[ 3p
By, =27 {1 +@}

By minimizing MSE ofdy, we get the optimum values of w;, w, i.e

o = {—wm%l + e } = Va%l 2, }
4¢A1¢Bl - ¢él 4¢A1¢Bl - ¢él

Hence, minimum mean square error ofdy, i.e
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MSE .. (6,\/) = |:ZZ _ ¢31¢12)1 + ¢Al¢b2'1 - ¢2c1¢D1¢E1 :| (53)
4¢A1¢Bl - ¢c1

4. Efficiency Comparison

Here we perform efficiency comparison for the proposed estimators by looking
at the MSEs of the reviewed estimators as given below
Observation (1):

MSE,,;, (Dy )<MSE(D, ),
if

|:¢131{D2m +¢]A1®§51 _©01©D1¢E1:|—) : [1_(17 +b —2b ):| >0
0 1 ol
4(DA1[DBI _[Dél
Observation (2):

MSE,,, (Dy )<MSE(D,,),

if

(DBI(DZDI +(DA1(D12'51 _(Dzaq)mq)m _Yz 1— bo _b_ozl >0
4(1)A1(DBI _q)Cl bl

Observation (3):
MSE,,;, (Dy | <MSE(D,),

if

q)mq)in"'q)mq)zl_q)aq)m(bfl _)72 1—(b +lb -b j >0
4(1)/11(1)31_@21 ’ 41 ”

Observation (4):

MSE,,;, (Dy )<MSE(D,, ),
if

|:cD31(Din + (DAI(DZI —P0 PPy :| _ 3Brp 3511: + 19/‘11: 3§,p _29@1: lgD/p 3Efp >0
4(DA1(DBI - (Dél ‘9A,p ‘93,1, - Sg[p

Observation (5):
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MSE,,, (D )<MSE(D,, ),
2 2
lf |:(DBI(D21 + (DAI(DE'I - (DCICDDICDEI :| _ lgB»vg lgD»vg + lgA»vg lgE»vg B 2I9Cvg '9ng '9E»vg > 0
4(DA1(DBI - cbil '9Aw ‘93% - ‘9&
Observation (6):
MSE,,, (Dy )<MSE(D,, ),
2 2
if |:q)Bch/231 + (DAICDJZE‘I -0,P,P, :|_ 19ng lngA + lgAgk lgEgA B 219% 19% 195;;/: >0
40, @, - (Di‘l ‘gAg‘ ‘9ng - ‘gcz*gk

Observation (7):
MSE,,, (D, )<MSE(D),

If q)qu)él +CDA1CI)21 — PPy Py _ '95/ ’9[2’/ + '9/1/ ’9;/ _2199 31)/ 195/ _|:,9 _}72:| >0
4(1)/11(1)51 _(I)i’l ‘9/1/. ‘93/ - ‘gcz*/. K

Observation (8):

MSE,,;, (Dy ) <MSE(D,, ),
if |:q)31q)§>1 + q)Alq)i‘l — q)c‘lq)qu)El :| _ '931,5 '9;/,5 + "(}A/,v '9;” B 2'9% 'gDh; 'gEh; >0
4®A1q)31 - (Di‘l "(}A/,.s '95/” - "gcz‘m

From above observations we can argue that the new estimators perform better
than all of the reviewed estimators. Also we can develop such type of efficiency
conditions for the case of scrambled response.

5. Numerical Illustration
5.1 Real Data

For assessing the merits of the proposed class of estimators, we have assumed
the four natural populations. The source and details of the populations, the description
of the variates y and x are given as follows.

Population 1

We use the data set presented in Venables and Ripley (1999). We consider
grams of potassium as (Y) and grams of sugars in one portion as (X). Descriptives of
the population are N = 65, ¥ = 159.1197, X = 10.05084, C, = 1.133037, C, =
0.5805722, p = 0.271, B,(x) = 1.975671 and n = 20.

Population 2

This data set is presented in Sarndal et al. (1992). We consider (P85) i.e. 1985
population in thousands as (Y) and (SS82) i.e. number of Social-Democratic seats in
municipal council as (X). Descriptives of the population are N = 284, Y = 29.36268,
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% =22.18662, C, = 1.75586, C, = 0.3267727, p = 0.474, B,(x) = 3.411812 and
n = 35.

Population 3

Data set is mentioned in Cochran (1977). We consider number of placebo
children as (Y) and number of paralytic polio cases in the not inoculated group as (X).
Descriptives of the population are N =34, ¥ = 2.588235, X = 8370588, C, =
1.233278, C, = 1.027981, p = 0.729, B,(x) = 8.93249 andn = 7.

Population 4

Data set is taken from Murthy (1967). We consider area under wheat in 1964
as (Y) and area under wheat in 1961 as (X). Descriptives of the population are N = 34,
Y =199.4412, X = 747.5882, C, =0.7531797, (C, =0.5938485, p = 0.904,
Bo(x) =2.808238 andn = 7.

Using the above data sets we have calculated MSEs of all reviewed and suggested
estimators. The PREs’ are calculated using the equations are given by

MSE(D, )

PRE()=— 0
MSE (3, )

PRE =380y

We summarized the results in absence and presence sensitivity in Table 4 and Table 5.

x100.

x100.

From these tables our proposed estimator ﬁN3 gives the most efficient result for all

data sets. When we compare our proposed estimators with the existing estimators in
literature, we can say that proposed estimators perform better.

Est Pop-1 Pop-2 Pop-3 Pop-4
AO 100 100 100 100
> 101.62 116.56 208.57 510.93
Ar: 107.97 129.12 213.43 548.51
A: 107.95 108.66 176.67 226.02
Alp 112.75 136.93 238.50 561.77
Aég 112.42 136.84 230.69 554.95
Agk 114.73 137.29 349.23 599.75
) 113.11 137.02 248.33 571.25
Ah:a 152.05 121.18 369.76 283.60
Ahxb 150.79 120.95 342.83 276.17
Ahxc 114.54 137.37 301.91 637.69




60 Journal of Reliability and Statistical Studies, December 2017, Vol. 10(2)
‘Nl 1585.75 14334.39 1041.29 2470.60
‘Nz 553.59 1577.78 1092.01 929.37
‘N3 6107.43 166327.60 72566.45 19009.78
D 774.94 11030.83 714.20 1588.94
N4
Table 4: PREs of proposed and existing estimators in absence of sensitivity
Est. Pop-1 Pop-2 Pop-3 Pop-4
b, 100 100 100 100
b, 101.68 116.59 152.12 513.64
Areg 108.01 129.17 165.24 551.47
Dy 107.98 108.67 155.01 226.43
Slp 112.79 136.97 187.62 564.76
Ssg 112.45 136.88 181.57 557.90
Sgk 114.77 137.33 265.21 603.10
Sj 113.14 137.07 195.04 574.32
Dhsa 151.99 121.19 502.92 284.48
B 150.73 120.97 468.62 277.04
Dnsc 114.58 137.42 232.31 641.48
Dyt 1585.99 14317.17 818.61 2477.10
By 553.67 1575.88 857.74 931.78
Bys 6108.36 166128.01 55878.93 19060.61
Dya 775.06 11017.58 566.41 1593.09

Table 5: PREs of proposed and existing estimators in presence of sensitivity

5.2 Simulation Study

For assessing the performance of proposed and reviewed estimators, we
perform a simulation study where two populations having size N = 1000 from a
multivariate normal distribution with the mean of [Y, X] =[2,2] and different
covariance matrices as given below

, |10 3 . |73 .
o= with p=0.68and o = with p=0.8.
3 2 3 2

Further, we assume scramble variable S, which is normally distributed with mean equal
to zero and standard deviation equal to 15% of the S, i.e. standard deviation of X.
Hence the reported response is given by Z = Y+S.

Note that numerical and simulated results of b,. for (i = 1,2,...,26) are not provided in

Table 4 and Table 5 because we already explained that these estimators can’t provide
much better results than regression. So we only provide the numerical and simulated
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results of DAmg and Breg rather than Q . All the other PREs’ are calculated and available

in Table 4, Table 5 and Table 6.

61

Est Pop-1 Pop-2 Est. Pop-1 Pop-2
‘O 100 100 %, 100 100

D 102.32 120.15 5, 101.11 1115.05
) 104.07 125.03 Sreg 109.08 130.01
reg

‘h 109.23 110.87 bt 106.41 103.51
> 117.75 141.22 b, 123.31 147.02
Ip D

D 113.12 139.04 Ssg 118.02 145.11
sg

) 115.03 135.34 Dok 114.21 132.04
gk 9

D. 102.01 141.12 Sj 104.03 138.91
J

‘hm 131.15 127.29 Bnsa 140.61 136.19
> 147.09 128.03 Bnsp 152.23 131.60
hsb

‘l , 124.04 148.07 Dnsc 120.61 141.99
‘Nl 1470.15 4279.08 Pn1 1328.03 4006.81
> 502.19 1420.21 Bz 471.28 1321.11
N2

> 6009.43 6223.01 D3 5756.23 6113.29
N3

> 702.71 8676.21 Dya 631.89 8121.02
N4

Table 6: PREs based on simulation in absence and presence of sensitivity

From Table 6, we can see that our proposed estimators are more efficient than
the others for both simulated population.

6. Conclusion

In this article we propose a new family of estimators. Many more estimators
can be generated in future through propose family. Theoretical properties such as bias
and MSE are determined under first order of approximation. Moreover, theoretical
results are also supported through four natural population and two simulated data sets.
Proposed family of estimators is also discussed for the sensitivity issue along with its
properties. Numerical illustration shows that proposed class is performing better not
only for high correlated data sets but also suitable for the data having weak linear
relationship for both sensitive and non-sensitive cases. In this way new proposed
estimators are recommended for utilizing in real life applications.
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