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Abstract   
Sometimes due to complicated form of estimators, we can not compute their 

variances. In some cases the best way to approximate the variance is using lower 

bounds such as Cramer-Rao and its extension Bhattacharyya lower bounds. On the 

other hand, statistical inference for stress-strength measure needs the variance of 

unbiased estimators. In this paper, we present the maximum likelihood estimator 

(MLE) and uniformly minimum variance unbiased estimator (UMVUE) of stress-

strength reliability measure of form )<(= XYPR , when X  and Y  have Burr XII 

distribution. Also, in this distribution, we obtain the general form of Bhattacharyya 

matrix and then by using Bhattacharyya lower bounds, we approximate the variance of 

any unbiased estimator of R .   

 

Key Words: Stress-Strength Model, Burr XII Distribution, Bhattacharyya Lower 

Bound, Cramer-Rao Lower Bound. 

 

1.  Introduction 
When properly working of a system or a component depends on its resistance 

to external factors, the concept of stress-strength models can be used to determine the 

reliability of the system or component. So, if X  represents the strength and Y  be the 

stress imposed on the component, then the computation of )<(= XYPR  could 

measure the reliability of that system. Birnbaum (1956) was the first researcher who 

considered the stress-strength model and its application in engineering fileds. Many 

works have been done for this model by considering different distibutions for X  and 
Y . For a comprehensive study of these models till year 2003, see the book by Kotz et 

al. (2003). For some of the recent references, the readers may refer to Raqab and Kundu 

(2005), Kundu and Gupta (2005), Kundu and Raqab (2009), Baklizi(2008a, 2008b, 

2014), Al-Mutairi et al. (2015), Hor and Seal (2017) and Jovanović (2017) .  

 

We will concentrate our attention on considering )<(= XYPR  
in the Burr 

XII distribution (Burr, 1942), because this distribution has many properties and features 

that are very flexible, and has many applications in reliability and distribution 

modeling.  Zimmer et al. (1998) have shown that this distribution represents a good 
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model for modeling failure time data. Many researchers like Wu et al. (2007) and Silva 

et al. (2008) have used this distribution in different fields because of its flexibility in 

modeling. Also, the estimation of ]<[ XYP  in Burr X distribution, have considered 

by Ahmad et al. (2011) and Surles and Padgett (2001). Panahi and Asadi (2010) by 

using Monte Carlo simulations, have compared different methods of estimating R  

when Y  and X  both follow Burr XII distribution.  

 

From here assume that the Burr XII distribution has the following density and 

distribution functions  
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 Here 0>α  and 0>θ  are the shape parameters. In special case of 1=α , the Burr XII 

reduces to the log-logistic distribution.  

 

In estimation theory, if the estimator is unbiased, calculating its variance in 

order to understand the accuracy of estimating is one of the most important and 

problematic issues, especially when the estimator has a complex form and it is not 

possible to find the exact variance. 

 

In such a cases will certainly find the boundary for the variance would be 

useful. Many studies have been done for the lower bounds of the variance of an 

unbiased estimator of the parameter. The well-known lower bounds are Cramer–Rao 

(Cramer, 1946; Rao, 1947), Bhattacharyya (Bhattacharyya, 1946, 1947), Hammersley–

Chapman–Robbins (Chapman and Robbins, 1951; Hammersley, 1950), Kshirsagar 

(Kshirsagar, 2000), and Koike (Koike, 2002). 

 

Blight and Rao (1974), Tanaka and Akahira (2003) and many other 

researchers have used the above lower bounds to apprixomate the variance of the 

estimators. Cacoullos (1982) have obtined an upper and lower bounds for variance of a 

function of a random variable. 

  

In stress-strength modelling for Burr XII distribution, the evaluation of 

variance of R ’s estimator have not been considered, because it is impossible or very 

hard to compute it. So, motiviation by this open problem and according to usefulness 

and wide applications of the Burr XII distribution, in this paper, we first introduce the 

most sharper bounds which is the Bhattacharyya bound under regularity conditions. 

Then, we construct the general form of the Bhattacharyya matrix which is used in its 

inequality. Also, we evaluate and compare different Bhattacharyya bounds for the 

variance of estimator of R  in Burr XII distribution.   

 

2. The Stress-Strength Reliability Measure 
The reliability measure (R) represents the probability that the component do its 

job properly under the stress. Let X  and Y  are two independent Burr XII random 

variables with parameters αθ ,1  and αθ ,2  respectively. Therefore  
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Panahi and Asadi (2010) have find the MLE of R  in Burr XII distribution. 

Consider the estimation of R  when the common parameter (α ) is known. Without 

loss of generality, assume that 1=α  (i.e. X  and Y have log-logistic distributions). 

Let ),,( 1 nXXX …=  is a random sample from Burr XII distribution with parameters 

,1)( 1θ  and ),,( 1 mYYY …=  is a random sample from Burr XII distribution with 

parameters ,1)( 2θ . Then we have:  

).(1ln1)()(1ln1)()(ln)(ln=),|,(
1=

2

1=

12121 j

m

j

i

n

i

yxmnyxLL ++−++−+= ∑∑ θθθθθθ  

 Differentiating partially with respect to 1θ  and 2θ  and setting the results equal to zero 

we get two non-linear equations as follow:  
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 and we obtain,  
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 Therefore the plug-in  MLE of R  is given by,  

2
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In the following we have study the UMVUE of R when the common parameter (α ) is 

known, so ))(1ln),(1ln(
1=1= j

m

ji

n

i
yx ++ ∑∑  is a jointly sufficient statistic for 

),( 21 θθ . Therefore using the results of Tong (1974,1977), the UMVUE of R  in Burr-

XII is as follow:  



120   Journal of Reliability and Statistical Studies, December 2017, Vol. 10(2) 
 

1
2

2 1

=0 1

1
1

1 2

=0 2

( 1)!( 1)!
1 ( 1) < ,

( 1)!( 1)!
=

( 1)!( 1)!
1 ( 1) < ,

( 1)!( 1)!

i
n

i

i

i
m

i

i

Tm n
T T

m i n i T
R

Tm n
T T

m i n i T

−

−

  − −
 − −  

+ − − −  


  − −
− −   + − − −  

∑

∑

ɶ  

 where )(1ln=
1=1 j

m

j
yT +∑  and )(1ln=

1=2 i

n

i
xT +∑ . The variance of Rɶ  has not 

closed form and has not been considered precisely yet. We show that, one can 

approximate the variance by lower bounds of higher orders.  

 

3.  Bhattacharyya Bound 
  Bhattacharyya (1946, 1947) obtained a generalized form of the Cramer-Rao 

inequality. These lower bounds are made by the covariance matrix of the random 

vector,  
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 where )|(.)( θjf  is the 
thj  derivative of the probability density function )|(. θf  

w.r.t. the parameter θ . Suppose that W (called “Bhattacharyya matrix”) be the 

covariance matrix of (1) with the following elements, 
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 for ksr ,1,2,=, … . It is clear that  
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is the Fisher 

information.  Now, Let )( XT  be any unbiased estimator of parameter function )(θg , 

then under some regularity conditions, the Bhattacharyya bound stated that, 

 

),(:=))(( 1 θθθθ k

t BJWJXTVar −≥                                              (2) 

 where t  refers to the transpose, ))(,),(),((= )((2)(1) θθθθ
kgggJ … , ( ) ( ) =jg θ

( ) /j jg θ θ∂ ∂  for kj ,1,2,= …  and 
1−W  is the inverse of the Bhattacharyya matrix.  

 It should be noted that the special case of )(1 θB is indeed the Cramer-Rao inequality. 

By using the properties of the multiple correlation coefficient, it is easy to show that as 

the order of the Bhattacharyya matrix ( k ) increases, the Bhattacharyya bound becomes 

sharper. This means that  

0,)()()(...))(( 123 ≥≥≥≥≥ θθθθ BBBXTVar  

Using the Bhattacharyya bounds, Shanbhag (1972,1979) has characterized the natural 

exponential family with quadratic variance function. One can see more details and 

information about Bhattacharyya bounds and their applications in the papers such as, 

Blight and Rao (1974), Tanaka and Akahira (2003), Tanaka (2003,2006), Mohtashami 

Borzadaran (2006), Khorashadizadeh and Mohtashami Borzadaran (2007), Mohtashami 

Borzadaran et al. (2010) and Nayeban et al. (2013).  
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        In this paper, we consider θ  as unknown parameter. Similar results can be 

obtained when α  is unknown or furthermore in multiparameter case when both 

parameters are unknown. By some mathematical computation and simpilification, the 

term 
)|(

)|()(

θ

θ

Xf

Xf r

 in Burr XII has obtained as follow,  
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 So, using the Equation (3), we obtained the general form of the 55×  symetric 

Bhattacharyya matrix in Burr XII as follow,  
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 As an example for 11W , the 
th(1,1)  element of the matrix, we have,  
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we have,  
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4.  Numerical Studies 
 In this section, using the Bhattacharyya lower bounds of different orders, we 

study the convergence of bounds and approximating the variance of any unbiased 

estimator of R  in Burr XII distribution. For the remainder of this paper, we will 

consider the case where 
2θ  is known and will, without loss of generality, take 1=2θ . 

In fact we want to find lower bounds for variance of any unbiased estimator of 

θ
θ

+1

1
=)(g  in Burr XII distribution. Using the Bhattacharyya matrix of form (4), 

we compute the first four orders of Bhattacharyya lower bounds as the following:  
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 The general form of Bhattacharyya lower bounds can be stated by,  
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 where ric ,  is a constant value depending on order of the bound (i.e i ) and r . Figure 1 

and Table 1 show the Bhattacharyya lower bounds for variance of any unbiased 

estimator of R in Burr XII distribution.  

 

 
Figure  1: First four Bhattacharyya lower bounds of variance of any unbiased 

estimator of R  in Burr XII distribution with parameters θ  and 1=α  
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It is seen that, for any values of  θ  (specially for small values ) , as the order 

of bounds are increased, the lower bounds get sharpers and converge to a specified 

point and get closer to the variance of the estimator. Table 1 present the values of the 

lower bounds for comparisons the rate of convergence. 
   

 

θ  
1( )B θ  

(Cramer-Rao) 

)(2 θB  )(3 θB  )(4 θB  

0.1 0.006830 0.012474 0.017139 0.020995 

0.5 0.049382 0.071330 0.081085 0.085420 

1 0.062500 0.078125 0.082031 0.083007 

3 0.035156 0.037353 0.037490 0.037499 

5 0.019290 0.019825 0.019840 0.019841 

10 0.006830 0.006886 0.006887 0.006887 

20 0.002056 0.002061 0.002061 0.002061 

 

Table  1: First four Bhattacharyya lower bounds of variance of any unbiased 

estimator of R  in Burr XII distribution for some values of θ   and  =1α . 

 

 As it is seen, for a value of θ  more than about 3, the differences between the 

lower bounds are less than 0.0001 and can be ignored, which shows that in this subject 

the Cramer-Rao lower bound can be good alternative for approximation of variance of 

R  in Burr XII distribution. 

  Figure 2 shows the 
( )iB θ

θ

∂

∂
 for 1,2,3,4i = . The results show that the lower 

bounds for variance of unbiased estimator of R  is always decreasing with respect to 

1≥θ  (since ( ) 0 ; 1, 2,...iB iθ′ ≤ = ) and is increasing function with respect to some 

1<θ  (since ( ) 0 ; 1, 2,...iB iθ′ ≥ = ). Furthermore, for large values of θ , the 

differences of lower bounds are negligible.  

 

 

Figure  2:  Derivatives of Bhattacharyya lower bound (
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Conclusion 

 In this paper, first we consider the MLE and UMVUE of )<(= XYPR  

when Y  and X  both follow Burr XII distribution with parameters ,1)( 1θ  and ,1)( 2θ , 

respectively. Then the general form of Bhattacharyya matrix for Burr XII distribution is 

obtained and in special case of 1=2θ , first four Bhattahcaryya lower bounds for 

variance of any unbiased estimator of R  are computed. The convergence rate of the 

lower bounds to the actual value of the variance is relatively good. 
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