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Abstract

A double sampling estimator and its generalized case representing a class of estimators
using auxiliary information in the form of mean and variance both is proposed for the estimation
of population variance. Bias and Mean Square Error are found and the properties of the
estimators are studied. A comparative study with the estimators available in the literature is also
carried out and it is shown that the proposed estimator and its generalized estimator are more
efficient.
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1. Introduction

In sampling theory, it is well known that the auxiliary information is used to
improve the precision of the estimators of the population parameters and if parameters
of the auxiliary variables are not known in advance then double or two phase sampling
technique is used. In double sampling or two-phase sampling technique, we first take a
preliminary large sample of size n’(called first phase sample) from a population of size
N and then a sub-sample of size n (called second phase sample) is drawn from the first
phase sample of size n” by simple random sampling without replacement scheme at
both the phases. At first phase sample of size n’ only the auxiliary variable X be
observed but at the second phase sample of size n, the study variable Y and the auxiliary
variable X both are observed.
Let us denote by
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Y=—)>7 = population mean of study variable
e
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(Y. — }_’)2 = population variance of study variable
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For estimating finite population variance, a double sampling estimator and a
generalized estimator using auxiliary information in the form of mean and variance are
proposed as

d:é_J—}z {l—i—kl()_c_jf) 1+k2(S§ _5;2)
X

(1.1)
s
and  d,=0-3 f(uv) (12)
- X s
where 6’:—2)/1.2 , U=—; and VZ%.
n X S

In order to obtain bias and mean square error of the proposed estimators, let us denote
by

y=?+e0 )_c=)_(+e1
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12 _ Q2 i
s” =8y +e

1 &,
h 6=—>Y
whare 0=

i=1

with
Ele) =2
n

)=t

E(€y)=E(€)=E(€| )=E(€,)=E(€))=E(€3)=0

95
si = S)Z( +e,
0=0+ e,

(1.3)

(1.4)
Elef)=F2

E(e?)= “j; (B, -1)

1 _ _
E(ef):;(,um +4Y 113 +4Y° Hyy — ;uzoz)

E(eoel):%
Eleye,)= %

E(eleZ ) = %

E(elel,): Hoo

4

1 _
E(eles):;(,uzl +2Y 1))

E(ele})=22

!

2

E(e,¢})= ”;’j, (B, -1)

E(eoel’):%

Ele,e) = £

!

1 _
E(eoe3 ) = ;(ﬂzo +2Y 1)

1 _
E(eze3 ) = ;(,Uzz +2Y ) — Hoo b))



96 Journal of Reliability and Statistical Studies, June 2016, Vol. 9(1)

' 1 e va
E(eze3 ) = ;(ﬂzz +2Y iy, — Hoy ) (1.5)

2. Bias and Mean Square Error of the proposed estimator d
The proposed estimator d given by (1.1) is

d:é_J—}z {1+kl(3_c_3_c') 1+k2(S§ _5;2)

xl S!Z

X

In terms of €;’s, i=01,2 and by taking first degree of approximation, the proposed
estimator reduces to

Yk, Y%k , Yk Yk
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Ho, Hoo Hpp

Now taking expectation on both the sides of (2.1) and then using the values of the

expectations given from (1.4) to (1.5), the bias in d to the first degree of
approximation is given by

27, 27, Y?
Blas(d):E(d_G)%):—@—(l—lj illl k] + /LIIZ kz + _/'l03 klkz
X Xu

(2.2)
Now squaring (2.1) on both the sides and then taking expectation, the mean square error

of d to the first degree of approximation is given by
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Now using the values of the expectations given from (1.4) to (1.5), the mean square

2Y ki, Elee!)
1

error in d to the first degree of approximation is given by

1 1 1YYr*
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which attains the minimum for the optimum values of kl and k2 given by
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substituting the values of kjand k, given by (2.4) and (2.5) in (2.3), the minimum

and 2.4

(2.5)

mean square error of d is given by

MSE (d)... - MSE(Si)_(i_ij{% ( /%_gn_zl) [%ZZO i:*ﬁbz)% J}

(2.6)
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3. Bias and Mean Square Error of the proposed estimator d <

The proposed generalized estimator d g n(1.2)is

d, =6-5" f(u,v) 3.1
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where U= and V=

ST

x2 , f1 and f. , being the first order partial derivatives of

!
X

f (u,v) with respect to #and V respectively at the point (l,l) ie.

(2 r)) =i 2 1) =
(11) (L1)

ou \%

Expanding f (u, v) in (3.1) in the third order Taylor’s series about (1, 1), we have

i (“_1)2/[11 +(V_1)2f22
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where f; and f)are already defined and f}, , f,,, f,, are the second order partial

2 2
derivatives given by £ = {: - f(u,v)J s fy = (68 - f(u,v)J and
u (1,1) v (1,1)

7 :( 0o’ f(u’v)] and " =14 h(u—1) u” =1+ h(v—1) for 0< h<1.
(1,1)

In terms of €;’s, = 0,1,2 and by taking first degree of approximation, the proposed

estimator reduces to
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Now taking expectation on both the sides of (3.2) and using values of the expectation

given in (1.4) and (1.5), the bias in d gt the first degree of approximation is given by
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Now squaring (3.2) on both the sides and then taking expectation and using values of
the expectation given in (1.4) and (1.5), the mean square error in d o to the first degree

of approximation is given by
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substituting the values of fiand f, given by (3.5) and (3.6) in (3.4), the minimum

3.5)

(3.6)

mean square error in d g is given by

2

MSE (dg)mm—MSE(sj)—e—nl,j%l(ﬂz_gl_l) (MZ:ZO Zzl*{%z)yz j

(3.7)

4. Efficiency comparison with the available estimators
For comparing the efficiency of the proposed estimators d and d g let us

consider the following
(i) Usual conventional unbiased estimator of population variance in case of
SRSWOR

d =s? = n%z (y,-») withMSE(c?l)=%(y4o —yzoz) (4.1)

from (4.1) and (2.6) and (3.7) it is clear that the proposed estimators d and d g are

having mean square error lesser than the usual conventional unbiased estimator.
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(ii) Estimator of population variance given by Peeyush Misra and R. Karan

Singh
S 1& — — — — 3 2
d, ==y} -5.f (7. %X) win MsE(,) Zl(“‘w‘“”z)_[l_l’jﬂi
ns n nonj) iy,
4.2)

from (4.2) and (2.6) and (3.7), it is clear that the proposed estimators d and d g are

having mean square error lesser than the mean square error of the estimator of
population variance given by Peeyush Misra and R. Karan Singh (2014).

5. Conclusion

The comparative study of the proposed estimators of population variance
establishes their superiority in the sense of having minimum mean square error over the
usual conventional unbiased estimator of population variance in case of SRSWOR and
the estimator of population variance given by Peeyush Misra and R. Karan Singh
(2014).
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