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Abstract 

In this paper, a chain ratio estimator is suggested in a two stage sampling set up in the 

presence of two auxiliary variables and its efficiency is compared with the use of single auxiliary 

variable or without use of any auxiliary information. 
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1. Introduction 
 In two stage sampling using ratio method of estimation, it is required to have 

advance information on the population mean X  of the auxiliary variable x to estimate 

the population mean Y  of the study variable (y). It may so happen that the population 

mean X  of the auxiliary variable x is not known, but from the official records one can 

obtain first stage information on x. Besides, there may be availability of first stage 

information on another auxiliary variable z, which is assumed to be correlated with x. 

 

 In the following discussion, we consider a chain type estimator for Y  to make 

use of the first stage information x and z with advance knowledge on the population 

mean Z   of z. Let there be a finite population subdivided into N clusters U1, U2, …, 

UN. These are termed as first stage units (f.s.u.). The i
th 

cluster Ui contains Mi second 

stage units (s.s.u.), i = 1, 2, …, N. 

 

 We select a simple random sample (without replacement) ‘s’ of n f.s.u.’s and 

from the i
th

 f.s.u. in the sample containing Mi ssu’s, we select a simple random sample 

(without replacement)   ‘si’ of  mi s.s.u’s.   

 

 Let yij and xij be the values of y and x corresponding to j
th 

s.s.u. of i
th

 f.s.u. in 

the population. 

Define,  
i iM M

i ij i ij

i ij 1 j 1

1 1
Y y and X x

M M= =

= =∑ ∑  (i = 1, 2, … , N) 
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i iM MN N

ij ij

i 1 j 1 i 1 j i

N N

i i

i 1 i 1

y x

Y and X

M M

= = = =

= =

= =
∑∑ ∑∑

∑ ∑
 

For the sample define, 

  
i im m

i ij i ij

i ij 1 j 1

1 1
y y and x x

m m= =

= =∑ ∑  

Further, define  

  
n n

i i i i

i 1 i 1

1 1
y u y and x u x

n n= =

= =∑ ∑  

Where 
N

i
i i

i 1

M 1
u with M M

M N =

= = ∑  

y and x  are unbiased estimators of Y  and X  respectively. 

Further define, 

 ( )
N

22
by i i

i 1

1
S u Y Y

N 1 =

′ = −
− ∑  

 ( )
N

22
bx i i

i 1

1
S u X X

N 1 =

′ = −
− ∑  

 ( )( )
N

byx i i i

i 1

1
S u X X u Y Y

N 1 =

′ = − −
− ∑  

 ( )
iM

22
iy ij i

i j 1

1
S y Y

M 1 =

= −
− ∑  

 ( )
iM

22
ix ij i

i j 1

1
S x X

M 1 =

= −
− ∑  

 ( )( )
iM

iyx ij i ij i

i j 1

1
S y Y x X

M 1 =

= − −
− ∑  

 i
1 1i

i

YY
R and R

X X
= =    

and   
iyx

iyx
iy ix

S
, (i 1, 2,..., N)

S S
ρ = =  

Let 1 2 nZ , Z ,..., Z  be the mean of the first stage information on second auxiliary variable 

Z. 

Then, define 

 ( )
N

22
bz i i

i 1

1
S u Z Z ,

N 1 =

′ = −
− ∑  

 ( )( )
N

2
byz i i i i

i 1

1
S u Y Y u Z Z ,

N 1 =

′ = − −
− ∑  
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byz i

byz 2 2i
by bz i

S YY
, R , R (i 1, 2,..., N),

S S Z Z

′
ρ = = = =

′ ′
 

 where 
iM

i ij

i j 1

1
Z z

M =

= ∑  and 
N

i i

i 1

1
Z u Z

N =

= ∑ .  

 
2. Chain Ratio type Estimator 

When X  is not known, a ratio estimator of Y  may be proposed as 
n

i i n
i 1

1 i in
i 1

i i

i 1

u y
1ˆ

Y u X
n

u x

=

=

=

=
∑

∑
∑

       (1) 

Alternatively, if first stage information on z in the form of knowledge about 

1 2 nZ , Z ,..., Z  where 
iM

i ij ij

i j 1

1
Z z (i 1,2,..., n), z

M =

= =∑  being the value corresponding to j
th

 

s.s.u. of i
th

 f.s.u, are known from official records or can be obtained cheaply along with 

knowledge about the population mean Z of z, the chain type ratio estimator may be 

proposed as 

 

n n

i i i i

i 1 i 1
C n n

i i i i

i 1 i 1

u y u X
ˆ
Y . Z

u x u Z

= =

= =

=
∑ ∑

∑ ∑
      (2) 

To derive the bias and MSE of 1
ˆ
Y  we proceed as follow: 

Let 
n

i i 0

i 1

1
u y Y

n =

= +∈∑  

 
n

i i 1

i 1

1
u x X

n =

= +∈∑  

 
n

i i 2

i 1

1
u X X

n =

= +∈∑  

Where ( ) ( ) ( )0 1 2E E E 0∈ = ∈ = ∈ =  

Then ( )0
1 2

1

Yˆ
Y X

X

 +∈
= +∈ 

+∈ 
 

 

1

0 1 2Y 1 1 1
Y X X

−∈ ∈ ∈    
= + + +    

    
 

Assuming 1 1
X

∈
< , so that the expansion of 

1

11
X

−
∈ 

+ 
 

 is valid and ignoring terms of 

order higher than two, we find its bias and MSE up to first order approximation. 
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( )
2 2N

ixy2bx ix
1 i2 2

i ii 1

SS S1 1 1 1 1ˆ
B Y Y u

n N nN m M YXX X=

  ′    = − + − −    
       

∑     (3) 

Assuming bias to be negligible for large n, the mean square error (MSE) of 

1

1ˆ
Y to 0

n

 
 
 

 is given by  

 ( )
2

2 0 2 1
1

ˆ
MSE Y Y E

Y X X

∈ ∈ ∈ 
≅ + − 

 
 

 

2 2 2
2 0 0 1 0 22 1 1 2

2 2 2 2

2 22
Y E

XY Y XY X X X

 ∈ ∈ ∈ ∈ ∈∈ ∈ ∈∈
= + + − − + 

  
 

 ( )
N

2 2 2 2 2
by 1 iy 1 ix 1 iyx

i ii 1

1 1 1 1 1
S u S R S 2R S

n N nN m M=

   ′= − + − + −  
   

∑                (4) 

 

3. Bias and Mean Square Error of 
C

Ŷ  

n n

i i i i

i 1 i 1
C n n

i i 1 i

i 1 i 1

u y u X
ˆ
Y . Z

u x u Z

= =

= =

=
∑ ∑

∑ ∑
 

To find the expected value and mean square error of the chain ratio estimator C
ˆ
Y ,  

let   
n

i i 0

i 1

1
u y Y

n =

= +∈∑  

 
n

i i 1

i 1

1
u x X

n =

= +∈∑  

 
n

i i 2

i 1

1
u X X

n =

= +∈∑  

 
n

i i 3

i 1

1
u Z Z

n =

= +∈∑  

where, ( ) ( ) ( ) ( )0 1 2 3E E E E 0∈ = ∈ = ∈ = ∈ =  

Then  0 2
C

1 3

Y X
Ŷ , Z

X Z

  +∈ +∈
=   

+∈ +∈   
 

 

11

0 31 2Y 1 1 1 1
Y X X Z

−−∈ ∈∈ ∈      
= + + + +      

      
 

Assuming that the expansions of 

11

311 and 1
X Z

−− ∈∈   
+ +   

   
 are valid and ignoring terms 

of order higher than two, we have 
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 ( )
n

2
0 i i

i 1

1
E V u y

n =

 
∈ =  

 
∑  

 
N

2 2 2
by i iy

i ii 1

1 1 1 1 1
S u S

n N nN m M=

   ′= − + −  
   

∑  

( )
N

2 2 2 2
1 i i bx 1 ix

i ii 1

1 1 1 1 1 1
E V u x S u S

n n N nN m M=

     ′∈ = = − + −    
    

∑ ∑  

 ( )2 2
2 i i bx

1 1 1
E V u X S

n n N

    ′∈ = = −   
  

∑  

 ( )2 2
3 i i bz

1 1 1
E V u Z S

n n N

    ′∈ = = −   
  

∑  

 ( )
n n

0 1 i i 1 i

i 1 i 1

1 1
E COV u y , u x

n n= =

 
∈ ∈ =  

 
∑ ∑  

 
N

2
byx 1 iyx

i ii 1

1 1 1 1 1
S u S

n N nN m M=

   ′= − + −  
   

∑  

 ( )
n n

0 2 i i i i byx

i 1 i 1

1 1 1 1
E COV u y , u X S

n n n N= =

    ′∈ ∈ = = −   
  

∑ ∑  

 ( )
n n

0 3 i i i i byz

i 1 i 1

1 1 1 1
E COV u y , u Z S

n n n N= =

    ′∈ ∈ = = −   
  

∑ ∑  

 ( )
n n

1 3 i i i i bxz

i 1 i 1

1 1 1 1
E COV u x , u Z S

n n n N= =

    ′∈∈ = = −   
  

∑ ∑  

 ( )
bx

n n n
2

1 2 i i i i i i

i 1 i 1 i 1

1 1 1 1 1
E COV u x , u X V u X S

n n n n N= = =

      ′∈∈ = = = −     
    

∑ ∑ ∑  

 ( )
n n

2 3 i i i i bxz

i 1 i 1

1 1 1 1
E COV u Z , u X S

n n n N= =

    ′∈ ∈ = = −   
  

∑ ∑  

The bias of C

1ˆ
Y to 0

n

 
 
 

 is given by 

( )
2 2N

byz iyz2bz ix
C i2 2

i ii 1

S SS S1 1 1 1 1ˆ
B Y Y Y u

n N Y Z nN m M Y XZ X=

′   ′   = − − + − −     
         

∑�

 

(5) 

which  will be negligible if the sample size n is sufficiently large. Again to find the 

mean square error to a first approximation to 
1

0
n

 
 
 

, 

we have 

MSE ( )C
ˆ
Y  
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2
2 0 31 2Y E

Y X X Z

∈ ∈∈ ∈ 
≅ − + − 

 
 

 

2 22 2
2 0 3 0 1 0 2 0 3 1 3 2 31 2 1 2

2 2 2 2

2 2 2 2 22
Y E

Y X Y X Y Z X X X Z Z XY X X Z

 ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈ ∈∈ ∈ ∈∈ ∈ ∈∈
= + + + − + − − + − 

  
 

Thus, the MSE of C

1ˆ
Y to 0

n

 
 
 

 is given by 

MSE ( )C
ˆ
Y  

 
2

2 2
by bz byz2

1 1 Y Y
S S 2S

n N ZZ

   ′ ′ ′≅ − + −  
   

N
2 2 2 2
i iy 1 ix 1 iyx

i ii 1

1 1 1
u S R S 2R S

nN m M=

   + − + −    
∑  

2 2 2
by 2 bz 2 byz

1 1
S R S 2R S

n N

   ′ ′ ′= − + −    
 

N
2 2 2 2
i iy 1 ix 1 iyx

i ii 1

1 1 1
u S R S 2R S

nN m M=

   + − + −    
∑                (6) 

 

4. Comparison of Efficiencies 

 The usual unbiased estimator of Y  without use of auxiliary information is 

given by 

 
n

0 i i

i 1

1ˆ
Y u y

n =

= ∑  

 ( )
N

2 2 2
0 by i iy

i ii 1

1 1 1 1 1ˆMSE Y S u S
n N nN m M=

   ′= − + −  
   

∑    (7) 

   

(i) 1
ˆ
Y  will be more efficient than 0

ˆ
Y  if 1 ix

iyx
iy

R S

2 S
ρ <  for all i (i = 1, 2, …, N) or 

equivalently 1
iyx

R

2
β <  for all i (i = 1, 2, …, N), where 

iy

iyx iyx
ix

S

S
β = ρ . 

(ii) C
ˆ
Y  will be more efficient than 0

ˆ
Y  if bz

byz
by

C1

2 C
ρ <  and 1 ix

iyx
iy

R S

2 S
ρ <  or 

1
iyx

R

2
β ≤  for all i (i = 1, 2, …, N), and  

(iii) C
ˆ
Y  will be more efficient than 1

ˆ
Y  if bz

byz
by

C1

2 C
ρ < . 
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5.  Numerical Illustration 
 To investigate the precision of chain type estimator compared to estimators 

under comparison empirically, we consider N = 15 wards (fsu’s) of Berhampur city of 

Orisssa divided into 104 blocks (ssu’s). The number of the blocks (Mi) in 15 wards are 

6, 6, 12, 5, 6, 6, 10, 5, 6, 6, 6, 6, 6, 12, 6. The three variables i.e. number of educated 

females, female population and number of households are used as y, x and z variables 

respectively and data are taken from Census of India (1971). The mean square errors 

and relative efficiencies are given in Table 1. 

 

Estimator MSE Relative Efficiency 

0
ˆ
Y  

302.105 100 

1
ˆ
Y  

295.693 102 

C
ˆ
Y  

279.702 108 

Table 1: Comparison of Mean Square Errors (MSE) 

 

Remarks 
 For the numerical illustration under consideration there has been substantial 

increase in efficiency in case of C
ˆ
Y , using primary stage information on the second 

auxiliary variable z. 

 Also MSE ( ) ( ) ( )C 1 0
ˆ ˆ ˆ
Y MSE Y MSE Y< < . 

6. Conclusion 

 The proposed chain ratio type estimator C
ˆ
Y  in two-stage sampling is more 

efficient than 0
ˆ
Y  if bz

byz
by

C1

2 C
ρ <  and 1

iyx

R

2
β <  for all i (i = 1, 2, …,N) and is more 

efficient than 1
ˆ
Y  if bz

byz
by

C1

2 C
ρ < . As per the given numerical illustration, there may 

arise occasions when the use of information on second auxiliary variable ‘z’ at the 

primary stage may provide more efficient estimates. 
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