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Abstract

In this paper, a ratio-cum-product estimator of population mean in systematic sampling
has been proposed using Kadilar and Cingi (2006) estimator. The bias and mean squared error of
the proposed estimator has been obtained under large sample approximation. The proposed
estimator has been compared with simple mean estimator, usual ratio and product estimators in
systematic sampling given by Swain (1964) and Shukla (1971) respectively. An empirical study
has been carried out to demonstrate the performance of the proposed estimator.
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1. Introduction

In sample surveys, the auxiliary information is used at the estimation stage to
improve the efficiency of the estimators of the population parameters. Out of many,
ratio, product and regression estimators are good examples in this context. When the
correlation between the study variate and auxiliary variate is positively high, the ratio
method of estimation is used for estimating the population mean. On the other hand, if
this correlation is negative, the product method of estimation envisaged by Robson
(1957) is used.

Systematic sampling has got the nice feature of selecting the whole sample with
just one random start. Apart from its simplicity, which is of considerable importance,
this procedure in many situations provides estimator more efficient than simple random
sampling and stratified tendon sampling for certain type of population from 1 to N in
some order.

In systematic sampling, Swain (1964) defined ratio estimator while Shukla (1971)
defined product estimator for the population mean. Kadilar and Cingi (2006) used
coefficient variation of auxiliary variates and correlation coefficient between the study
variate and auxiliary variate.

Singh and Tailor (2005) and Tailor and Sharma (2009) defined ratio-cum-product
estimator for population mean using suitably chosen scalar & in simple random
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sampling that motivate authors to propose a ratio-cum-product type estimator of
population mean in systematic sampling.

Let U ={U,,U,,...,U, } be the population of size /N serially numbered from 1

to N . We assume that N = nk , where n and k are positively integers. Thus there

will be k& samples (clusters) each of size #7. We select a sample at random out of &
samples and observe the study variate ) and auxiliary variate X for each and every

unit selected the sample.

Let y; and x, (i=L2,...k,j=12,.,n) denote the value of J™ unit in the i

sample. The systematic sample means of study variate y and auxiliary variate X are
respectively defined as

_ 1 &

ysys:_zyij (11)
n‘a

and

_ 1 &

Xye == DX (1.2)
n j=1

It is to be noted that ysys and )_Csys are unbiased estimator of population mean Y and
X respectively.

Swain (1964) studied the classical ratio estimator of population mean Y as

_ _ | X
yRsy = ysys f_ . (13)
Sys

Shukla (1971) defined classical product estimator of population mean in systematic
sampling as

X

The biases and mean squared errors (MSEs) of y, and y, to the first degree of

— — fsys
yPsy = ysys v : (14)

approximation are respectively given by

_ — 1 _ 1 — —
B(ygy) =Y {7 Vi(xy,)— 77 PV V(ysys)V(xsys)} : (1.5)

MSE(¥p,) =V (¥,,,) + RZV()_CSyS) —2Rp,, , /V(ySyS)V()?SyS) , (1.6)

- =1 e —
B(yPsy) = Y|:ﬁ pyx V(ysys )V(xsys):| ’ (1 7)

MSE(y,,,) =V (7,,) + RZV()_CSyS) +2Rp,, /V(ym)V(xSys) . (1.8)
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where
_ N-1Y) S’

V(ysys)=(Tj(7yj{1+,0y(n—1)} : (1.9)

N-1Y S%

Vix. )= —— 1+ n—1 R 1.10
(%) ( v j{ - j{ p.(n—1)} (1.10)
2 1 k n k n

N_1i=1 j=1 i=l j=I
Y
R=:’ Sx (xl _X)(yz Y) px_ s
X ;; y y Y SySX
n n
=1- o’ o?, =1- o’ o?,
px (n—l) 1/VX X py (n_l) Wy y

2 2 2 2 2
here O, ,0,,0, and 0'2 G .0, are defined as

:_ZZ(XU_X) g, __zz(yu Y)

11/1 11/1

Giz;;oﬁ,i:—ZZ(xU X;) and

lljl

1 k
O-\iy :;;O-vzw‘ :_ZZ(y,, yl

i=l j=1
Sisodia and Dwivedi (1981) and Pandey and Dubey (1988) estimators can be defined
in systematic sampling as

Lsys — )_(sys + Cx
Yipr = Vs Z C |’ (1.11)
sys X
LSyS - xsys + Cx
Yony = Vs iC | (1.12)

The biases and mean squared errors (MSEs) of )_’:?gs and z;gs are respectively, given by

Sys 1
B(Vg) = Y{ﬂf)?—V(xm) 45 PV OV (Xg) |

(1.13)

MSE(Yg) =V(¥,)+ ARV (X))~ 24 Rp, [V (¥, WV (Z,,) -
(1.14)
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T sys v 1 , — —
B(YPgP) = Y Z’l ﬁpyx V(ysys )V(xsys)j| s (115)
MSE(Y.25)=V/( Vo) ¥ ARV (X, )+24Rp V(Y V(X)) - (1.16)
. _
S el

Singh and Tailor (2003) defined a ratio and product type estimators of population mean

where R=

Y using correlation coefficient o, which can be defined as

S — )?+p .

T (1.17)
xSyS +pyx

and

3 — xsys + p yx

X

The biases and mean squared errors (MSEs) of proposed estimators Y7, and Y7, to

the first degree of approximation are given by

Lv s v 1 — 1 — —
B(Yg)=Y| 4 va V(x,)—4 <7 PV V(ysys)V(xsys)} , (1.19)

MSE(Ygn) =V (3,,)+ LRV (X))~ 24Rp, [V (3, )V (X,,) - (1.20)
Ls s __ 1 , = -
B(YSTJ'/P) = Y 2’2 ﬁpyx V(ysys)V(xsys):| > (121)
MSE(Yg) =V (3,,) + BRV (X,) + 2LRp, [V (3, )V (%,,) (1.22)
where RZL and A4, Z_L.
X+p,

Kadilar and Cingi (2006) estimators of population mean in systematic sampling are
defined as

~ )_(C +p0

Y = V| — (1.23)
KS1 ybyé[fsyscx‘i‘pxyj

and

— Jsys| —

2o [ Xpy +C,
. Y[gz =y (WJ (1.24)
syst xy x
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To obtain the ﬁrst degree of approximation, the biases and mean squared errors (MSEs)

sys
of estimators ¥, s and v s, are

T sys v| 92 1 = 1 [ — —
B(Yngl R~ Y|:/13 ? V(xsys) - /13 ﬁpyx V(ysys)V(xsys):| > (125)

MSE(Y3), =V (3,,) + ARV (3,) - 2R, JV (7, )V (%,,) - (1.26)

B3, = {/IZ—V(‘WA) A —Ypm/V(ybyé)V(xbyb)} : (1.27)

MSE(YKE’}; R ™ V(yryv) + ﬂ“zR V(xvyv) + 2/1 prrv V(yvyv)V('xs‘yv) : (128)
Y Xt X

where Rzi, :_L and A, = ¢
X XC, +p,, Xp, +C,

2. Proposed estimator
Motivated by Singh and Ruiz Espejo (2003), authors propose a ratio-cum-product
estimator using Kadilar and Cingi (2006) estimators in systematic sampling as

Xp, +C x,.p, +C

Vi =V | X _pyx—x +(1-a) TonPpe T 2 @.1)
xSyS p yx + CX Xp yx + Cx

where ¢ is suitably chosen scalar.

To obtain bias and mean squared error of proposed estimator y,, we write,
Vs = Y1+ ), X = X1+ e,) such that
E(e,) = E(el) =0

E(e)= V(ym)

E(e, )— V(x;yq)

1 == <
E(eoel) = ﬁpyx V(ysys )V(xsys) .

Expressing (2.1) in terms of €’;§ we have
vy =Y (1 +e)la(l+ 14@1)71 +(I1-a)(1+4,¢)]

Upto the first degree of approximation, the bias and mean squared error of the proposed

and

estimator y,, are obtained as



134 Journal of Reliability and Statistical Studies, Dec. 2014, Vol. 7(2)

B(rp)= YH1 +4 % V(%)= % P V(Vsys)V(xsys)}+ - 06){1 +A, % P V(ysys)V(xsys)} - 1}

(2.2)
and

MSE (.)77'/) = V(.)?sz ) + ﬂ’éle2V()?sys ) + 4/1421a ZRZV('isys ) - 4i4aprx V V(jsys )V(‘)?sys)

- 42'421aR2V(isys) + 214Rp_vx \/ V(ysys )V(fsys) (23)

X
and 14 2—)_( Py .
Py +C,

where R =

Bl| <

The value of & which minimizes mean squared error of the proposed estimator ), is

C
oa=—
B

where
C=44RV(%,,)
B= 22“31R2V()_Csys) +24,Rp,, ,V(ysys W (%,,) The minimum mean

squared error of the
proposed estimator y,, is

; - - 2
Mln“MSE(yTJ) :V(ysys)(l_pyx) (24)
which is mean squared error of the regression estimator in systematic sampling.

3. Efficiency comparison of proposed estimator
Comparison of (1.6), (1.8), (1.9), (1.14), (1.16), (1.20), (1.22), (1.26), (1.28) and (2.3)

shows that the proposed estimator )_/T , would be more efficient than

() Yy, if
A*+B, <0, (3.1
(if) Yy if
A*+B, <0, (3.2)
(i) ¥, if
A*+B, <0, (3.3)

i) (Ygp)pif

A*+B, <0, (3.4)
(v) (Ysgs)P if

A*+ B, <0, (3.5)
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i) Yo if

A*+B, <0, (3.6)
vii) Yo i

A*+B, <0, (3.7)
(viit) Ve if

A*+B,<0, (3.8)
(x) MSE(y,,)~MSE(Y33), <0 if

A*+B, <0, (3.9)
where

A=A,R-22,aR,

B, =2A,Rk —4,aRk ,

B, =4A,aRk +2A,Rk — R* + 2Rk ,

B, =4A,aRk +22,Rk — R* = 2Rk ,

B, =44,aRk +2A,Rk — 7 R* + 2RAk ,

B, =4,aRk +2A,Rk — A R* - 2Rk ,

B, =44,aRk +2A,Rk — LR* + 2Rk

B, =44,0Rk + 22, Rk — LR —2R Ak

B, = 4A,aRk +22,Rk — ZAR* + 2Rk

and

B, =44,aRk — Z2R* + 4R,k .
Condition (3.1) to (3.9) are conditions under which proposed estimator ?TJ has less

mean squared error than all other considered estimator respectively.

C
4. Optimum estimator with the o = E

C
Optimum estimator with & = — is defined as

- _ Xp, +C x . p +C
(opt) _ X X sysl yx X
Vije' = Vs {“(opt{ﬁJ +(1- a(up,))(mﬂ (4.1)

xsys X

With this is ¢, , minimum mean squared error y) is obtained as

Min. MSE(y") =V (3,0 = pi) 42)
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5. Efficiency comparisons for f}j‘;’)

Comparison of (1.6), (1.8), (1.9), (1.14), (1.16), (1.20), (1.22), (1.26), (1.28) and

(2.4) shows that the proposed optimum estimator f};’;’) would be more efficient than

() Yy

P >0, (5.1
(i) yRsy

(k—=R)*>0, (5.2)
(iii) Vpy,

(k+R)*>0, (5.3)
(iv) Y

(k—2,R)* >0, (5.4)
W Y

(k+A4,R)* >0, (5.9

(vi) Yo

(k-2,R) >0, (5.6)
i) Y

(k+A,R)* >0, (5.7)

(vii)  Yioip
(k—2A,R)* >0, (5.8)
() Y5as
(k—A,R)*>0. (5.9)
A, =(i=12,3,4) are already defined. Expressions (5.1) to (5.9) are conditions Which

are always true. Thus the proposed estimator f};‘z) has less mean squared error than

all other considered estimators.

6. Empirical study
To compare the proposed estimator ), with other estimators empirically, we

are considering two natural population data sets. Descriptions of populations are given
below:

Population I [Source: Johanson and Wichard (2003), p. 275]
x:Male width, y:Male height,
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Y=3880, S$2=489, C, =006, S, =920,
X=8427 , §2=23.79, C,=0.06 , p, =086,
p.=077, p =059, Nels, 03

Population II [Source: Bhuyan (2005), p. 4]

x:Level of education of father(in completed Years)
y:Level of education of mother(in completed Years)

Y =10.93, §=26.50,C, =047, S, =16.72,
X =513, §:=10.55, C,=0.63, p,=0.88,
p,=—0.09, p, =0.10, N=15, n=3.

Estimator Zys MSE(y Rsy ) | MSE(y;;) | Min.MSE(y,,)
Population I | 100.00 303.85 337.45 337.45
Population IT | 100.00 372.20 459.70 459.70

Table 5.1: Percent Relative Efficiency of Y,V  and y;, withrespectto y

Section 4 and 5 provide the conditions under which proposed estimators have

less mean squared error than mean squared error of other estimator. Table 5.1 shows
that proposed estimator ),, has highest percent relative efficiency in comparison to

other estimators. These proposed estimators are recommended for use in practice for
the estimation of population mean.
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