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Abstract

Statistical distributions are of great interest for actuaries in modelling and
fitting the distribution of various data sets. It can be used to present a descrip-
tion of risk exposure on the investment, where the level of exposure to the
risk can be determined by “key risk indicators” that usually are functions of
the statistical model. Financial mathematicians and actuarial scientists often
use such key risk indicators to determine the degree to which a particular
company is subject to certain aspects of risk, which arise from changes in
underlying variables such as prices of equity, interest rates fluctuations, or
exchange rates. Weibull distribution is one of the most popular statistical
distribution models employed by the actuarial and financial risk management
problems in fitting and or in modelling the behaviours of financial data
or lifetime event data to forecast stock pricing movement or uncertainly
prediction. In this study, a Bayesian approach to the Weibull distribution
model on the assumption of gamma prior to Weibull distribution parameters
has been proposed. A computational study based on the actuarial measures
is conducted, proving the proposed distribution of the claim amount. Along
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this line, in assessing the performance of the proposed method, the results
of the simulations study have been conducted to explore the efficiency of
the proposed estimators is compared to a maximum likelihood (MLE) and
simulated annealing algorithm (SA). Finally, an actuarial real data set is
analyzed, proving that the proposed model can be used effectively to model
insurance claim data.

Keywords: Weibull distribution, Bayesian method, simulated annealing,
maximum likelihood Insurance claim, actuarial measures.

Introduction

The effective and efficient modelling of uncertain events such as stock pricing
movement, uncertainly prediction in market demand for a specific commodity
and insurance claims has always been one of the most researched topics in
business, finance and economics. As a result, determining the proper statisti-
cal distribution is a critical task for accurate data representation. In actuarial
sciences, the selection of appropriate statistical distribution for modelling of
uncertainty, forecasting, and prediction of insurance claims amount has been
crucially significant to the actuarial scientist is to evaluate the exposure to
market risk in a portfolio of instruments. As a result, the substantial size of the
relevant studies on various statistical distribution for accurate forecasting has
been conducted for many years. This includes some early work by (Ter Berg,
1980) on the Gamma and Poisson distribution models. Following the early
work of (Ter Berg, 1980) was the study by (Willmot, 1987, 1988) on the
distribution of insurance data based on the Poisson inverse Gaussian dis-
tribution framework, the Delaporte distribution (Willmot and Sundt, 1989),
The generalized version of a Poisson distribution (Kumar and Nair, 2016),
the Poisson-Goncharov distribution (Denuit, 1997) and on approximations
for aggregate claim distributions (Dhaene and Sundt, 1997; Hipp, 1986).
Recently, a lot of researches have conducted on the insurance claims distri-
bution using various mathematical and statistical distribution models such as
Aggregate Claims Amount Probability Distributions (Goffard et al., 2017),
modelling of the Severity and Frequency of Auto Insurance Claims based
on statistical distributions (Omari et al., 2018), claim distribution with some
characterizations and applications to insurance claim amount estimation has
been discussed in (Ahmad et al., 2020), insurance risk computation via Monte
Carlo approach has been presented in (Bar-Lev and Ridder, 2019), a positive-
valued insurance claim was modelled based on theoretical Bayesian approach
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data with outliers (Okhli and Jabbari Nooghabi, 2021), insurance claims
data was modelled using new poisson mixed weighted Lindley distribution
in (Atikankul et al., 2020). insurance and actuarial sciences, claims amount
modelling has been heavily promoted via the Bayesian approach in the
outstanding insurance claims amount (Fuzi et al., 2016; Hong and Martin,
2017; Katsis and Ntzoufras, 2005; Moumeesri et al., 2020; Ntzoufras et al.,
2005; Peters et al., 2017; Zhang et al., 2012). Modified Weibull distribution
for internal rate of return modelling (Abubakar, 2021; Abubakar and Sabri,
2021). Most of these studies have been predominantly limited to posterior
parameter estimation utilizing primarily the distribution, rather than testing
distribution hypotheses or estimating insurance claims uncertainties.

According to industrial statistics, insurance companies have grown sig-
nificantly over the years, and the demand for insurance plans for their
businesses and households is overwhelming (Boland, 2007; Kazemi et al.,
2017; Wuthrich, 2013; Zhao et al., 2021). To that end, insurance companies
are realigning themselves to meet changing their basic requirements such as
insurance plans and requirements, risk reduction and investments, and claim
payment demands. Given that every policyholder anticipates a cushion in
the event of economic loss as specified in an insurance contract, the task
of meeting the repayment schedule becomes a major concern for the insurer.
The best estimate of the insurance expected claim allows decisions on the
investment portfolio and claim reimbursement to be made without much
error, thereby rising above the aforementioned challenges. The goal of this
study is to investigate probability models based on the Weibull distribution
for modelling a variety of insurance claims. The main objective of the study is
to explore the Bayesian approach to Weibull distribution on the assumption of
gamma prior to the shape parameter. The purpose is to model adequately the
number of claims occurring under insurance policies to estimate the expected
number of claims. To the best of the author’s knowledge, the insurance claim
data has not been modeled on the assumption of Weibull distribution with
shape parameters following gamma prior distribution. The specific objectives
of the study are to (i) construct an insurance claims model on the assumption
of Weibull distribution with shape parameter following a gamma distribution;
(ii) apply Bayesian model framework to estimate the parameter of the model
developed in (i); (iii) compare the performance of Bayesian estimator with
maximum likelihood method and simulated annealing algorithm based on
the number of insurance claims data.

The rest of this paper is structured as follows. In Section 2, materials
and methods including the Weibull distribution model, likelihood function,
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Bayesian estimation method, prior assumptions on insurance claim amount
data, and method of estimating expected future insurance claims amounts
from the posterior distribution is presented. In Section 3, a simulation study
on the Weibull distribution assuming a gamma prior for the shape parameter
has been presented. In Section 4, performance evaluation metrics Bayesian
model approach, the maximum likelihood and simulated annealing obtained
via simulation study are conducted. result and discussion are presented in
Section 5. This paper has finally concluded in Section 6.

Materials and Methods

Determining the Expected Return of Insurance Claims Amount

The researcher measured the expected return amounts of Insurance claims
data using the Bayesian approach. To determine the Posterior Distribution,
incorporate the likelihood function of the best fit model of the claims return
amounts with the Gamma prior distribution. The expected insurance claims
amount will be determined by the posterior distribution’s expectation.

Weibull Distribution Model

Let Xt, t = 1, 2, 3, . . . , n be the Insurance claims amounts. If a random
variable X based on the assumption of Weibull distribution denoted as
X∼Weibull (α, β). The probability density function (PDF) is defined as

fWeibulls(xt|, α, β) =

{
βαx

(β−1)
t e−(αxt)β , xt > 0

0, xt ≤ 0
(1)

The Cumulative distribution function (CDF) of Equation (1) can be
derived as follows.

FWeibull (xt, |α, β) = P (Xt ≤ xt) =

{
1− e−(αxt)β , xt ≥ 0

0, xt < 0

(2)

where β is defined as the shape representing the slope of the curve and α is
the Weibull distribution scale parameter representing the characteristic life.

In our study, xt is the Insurance claims data over investment period t;
β > 0 is the shape parameter (slope/threshold) that determine the basic shape
of the Weibull distribution PDF; α > 0 is the scale parameter (characteristic
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life) of the Weibull distribution (WD) showing the distribution Insurance
claims data.

The expected value and the variance of the Insurance claims data
following Weibull distribution are given,

E(X) = αΓ

(
1 +

1

β

)
(3)

Var(X) = α2

[
Γ

(
1 +

2

β

)
− Γ2

(
1 +

1

β

)]
(4)

where β is the shape, α is the scale parameter and Γ is the gamma function.

Determining Likelihood Function

The Maximum likelihood function is regarded as one of the most common
methods for parameters estimation. Suppose that Let Xt, t = 1, 2, 3, . . . , n is
the amounts of the claims, which are independent and identically distributed
(β, α), random variables, where the distribution parameters are assumed to
be unknown. The distribution parameters β and α can be estimated via the
maximum likelihood method. The likelihood function x1, x2, . . . , xn can be
built from Equation (1) as

L(α, β|x1, x2, . . . , xn) =
n∏
i=1

f(xi|α, β) =
n∏
i=1

βαx
(β−1)
i e−αx

β
i (5)

The likelihood function in Equation (5) can be simplified as follows

L(α, β|x1, x2, . . . , xn) = βnαn
n∏
t=1

x
(β−1)
t e−α

∑n
t=1 x

β
t (6)

The log-likelihood function can be obtained by taking the natural loga-
rithm of Equation (6) written as

log(L) = n log(β) + n log(α) + (β − 1)
n∑
t=1

log(xt)− α
n∑
t=1

log(xt)
β

(7)

We obtained the following Equation by differentiating Equation (7) con-
cerning appropriate scale and shape parameters and equating the resulting
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Equation to zero as follows,

∂ log(L)

∂β
=
n

α
−

n∑
t=1

xβt = 0 (8)

∂ log(L)

∂β
=
(n
α

)
+

n∑
t=1

(log xt)− α
n∑
t=1

(log xβt ) = 0 (9)

The MLE of parameters is determined by solving the nonlinear systems of
linear equations mentioned above. To numerically optimize (maximization)
the log-likelihood function in Equation (7), it is considerably simpler to
apply nonlinear optimization such as powerful computer software packed
or novel metaheuristics algorithms such as Simulated annealing algorithm.
The estimator of scale parameters from Equation (8) is as follows

α̂ =
n∑n
t=1 x

β̂
t

(10)

The estimator of shape parameter can be obtained by substituting Equa-
tion (9) in Equation (10) as follows,

n+ β̂
n∑
t=1

log xt =
nβ̂
∑n

t=1 x
β̂
t log xt∑n

t=1 x
β̂
t

(11)

Equation (11) can be solved numerically or using an excel spreadsheet
package to obtain the estimate β̂. The value of α̂ can is easily obtained if is
β̂ obtained. In this study, we have applied a Simulated annealing approach to
obtain an estimated value β̂.

Bayesian Estimation Method

Recently, the Bayesian estimation approach has attracted a lot of attention
from various disciplines for analyzing various lifetime data, and it has mostly
been recommended as an alternative to the traditional maximum likelihood
methods. Thomas Bayes proposed the Bayesian approach, which is based on
Bayes’ theorem. The Bayesian approach offers a simple rule for adjusting
probabilities when new information becomes available. The new information
is regarded as observed data in the Bayesian modelling framework, allowing
us to update our previous assumptions about parameters of interest, which
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are assumed to be random variables. It is preferable in the Bayesian method
to estimate the parameter using the x1, x2, . . . , xn data for the statistical
model defined by the probability (density) function P (xt|ξ). The parameter
is considered as a random variable in the Bayesian approach and thus has
its distribution. If prior knowledge about the parameter is not available, it
is possible to make use of a non-informative prior distribution in Bayesian
analysis. In this study, the Gamma prior for shape parameters are considered
and no specific prior on the scale parameter is assumed.

Prior Assumptions on Insurance Claim Amount Data

It is worth noting that if the shape parameter of the distribution is known,
the scale parameter will have a conjugate prior distribution, a gamma prior
is assumed in this case. When both parameters of a given distribution are
unknown, it is obvious that they lack conjugate priors. In this study, we first
consider the known shape parameter of the Weibull distribution (Nassar et al.,
2018). So we consider the following priors on λ and ψ. π(λ) has a gamma
prior with the scale parameter and shape parameter, Gamma(ψ, λ), i.e. it
has the PDF in Equation (12). The posterior distribution was determined
by multiplying the likelihood function of the Insurance claims amounts
x1, x2, . . . , xn by the prior distribution under the Bayesian approach. In this
case, the prior distribution of the scale parameter is assumed to come from
Gamma distribution with PDF as follows

π(α|ψ, λ) =
λψ

Γ(ψ)
xψ−1
t e−λxt , λ > 0 (12)

The hyper-parameters ψ and λ are assumed to be known real numbers.
If hyper-parameters of independent Gamma distribution priors, then an esti-
mate of hyper-parameters ψ and λ Equation (12) is presented in the next
subsection.

Estimating Expected Future Insurance Claims Amounts From
the Posterior Distribution

If the likelihood is based on Insurance claims amount x1, x2, . . . , xn, to
obtain the Bayes estimator, we multiply the prior distributions with likelihood
function as follows,

P (xt, α, β) = L(f(xt|α, β)× π(β|ψ) (13)
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Substituting Equations (6) and (12) into Equation (13) we have,

P (xt, α, β) = βnαn

(
n∏
t=1

x
(β−1)
t

)
e
−α
(∑n

t=1 x
β
i

)
× λψ

Γ(ψ)
xψ−1
t e−λα

(14)

Then, the marginal distribution of parameters given Insurance claim data
is found by taking the integral of both parameters

P (xt) =

∫ ∞
0

P (xt, β, α)

=
λψ

Γ(ψ)
βn

(
n∏
i=1

x
(β−1)
t

)∫ ∞
0

αn+ψ−1e
−α
(∑n

i=1 x
β
t +λ

)
dα

(15)

Equation (15) can be simplified as follows

=
λψ

Γ(ψ)
βn

(
n∏
t=1

x
(β−1)
t

)∫ ∞
0

(
ρ∑n

t=1 x
β
t + λ

)n+ψ−1

× e−ρ
(

1∑n
t=1 x

β
t + λ

)
dρ (16)

where ρ is defined as follows,

ρ = α

(
n∑
t=1

xβt + λ

)
→ dρ = dα

(
n∑
t=1

xβt + λ

)
(17)

=
λψ

Γ(ψ)
βn

(
n∏
t=1

x
(β−1)
t

)(
1∑n

t=1 x
β
t + λ

)n+ψ

×
∫ ∞

0
ρn+ψ−1e−ρdρ← Γ(n+ ψ) (18)

=
λψ

Γ(ψ)
βn

(
n∏
t=1

x
(β−1)
t

)(
1∑n

t=1 x
β
t + λ

)n+ψ

Γ(n+ ψ) (19)
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Then the likelihood function is proportioned to the marginal function and
the joint posterior distribution of the two parameters is obtained as follows,

P (α|xt) =
P (xt, β, α)

P (xt)

=

(∏n
t=1 x

(β−1)
t

)
e
−α
(∑n

t=1 x
β
t

)
× λψ

Γ(ψ)β
nαn+ψ−1

λψ

Γ(ψ)β
n
(∏n

t=1 x
(β−1)
t

)(
1∑n

t=1 x
β
t +λ

)n+ψ

Γ(n+ ψ)

(20)

αn+ψ−1

Γ(n+ ψ)
e
−α
(∑n

t=1 x
β
t +λ

)( n∑
t=1

xβt + λ

)n+ψ

∼ Gamma

(
n+ ψ,

n∑
t=1

xβt + λ

)
(21)

Equation (21) is recognized as Gamma. Therefore, the Bayes estimate of
under the squared error loss function becomes.

α̂ = E(α) =
n+ ψ∑n
t=1 x

β
t + λ

(22)

As can be seen, the distributions obtained in both parameters are not
similar to the known distributions and their closed-form can not be obtained.
The estimations of parameters under the quadratic loss function are the
expected values of these distributions. Powerful optimization techniques are
needed. There exist many techniques to produce such approximations. The
focus of this study is on the maximum likelihood and simulated annealing
algorithm in comparison with Bayes estimators in terms of RMSE and MAE
as measuring criteria.

Simulation Study on Weibull Distribution with Shape
Parameter Following a Gamma Distribution

In this section, we examine the behaviour of the Bayesians estimators for a
finite sample of size n. The performances of the Bayesians estimators has
been compared with the Simulated annealing algorithm and maximum likeli-
hood estimators of the shape and the scale parameters of Weibull distribution
in terms of errors accumulation criteria. We assume that shape parameters
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follow Gamma priors. The simulation studies have been conducted on the
python programming language developed by the author. In a simulation study
based on Insurance claim amount, for comparing the performances of the
estimators, we have generated random Insurance claims data from Weibull
distribution via Python programming. The simulation has been carried out
according to the following steps:

Step 1. Generate sample of sizes n = 10, 50, 80, 150, 200, . . . 1000 from the
Insurance claim distribution.

Step 2. Compute the maximum likelihood estimates (MLE) for the proposed
model parameters.

Step 3. For each sample size, samples with β = 1, α = 1, 1.5, 2 and 2.5
values estimate Weibull parameters.

Step 4. Compute the RMSEs and MAE.

Performance Evaluation Metrics

The performance of the Bayesian approach has been evaluated and compared
with the simulated annealing algorithm and maximum likelihood methods in
terms of error accumulation via RMSE and MAE according to the following
Equations. A method with lower error accumulation is considered as the best
fit model to the Insurance claims data set

RMSE =

√√√√ n∑
t=1

(βt − β̂t)2 + (αt − α̂t)2

n
(23)

MAE =

∑n
t=1 |βt − β̂t|+ |αt − α̂t|

n
(24)

where βt, β̂t, αt and α̂t are the exact value of the shapes parameters, estimated
values of the shape parameter, exact value of the scale parameter and the
estimated values of scale parameter respectively.

Result and Discussion

Simulation results have been reported in Tables 1 and 2. Figures 1 until 4,
displayed the RMSE of various estimation methods of Weibull distribution
while Figures 6 until 8 displayed the MAE of various methods of Weibull
distribution understudy for different values of shapes and scale parameters
with different samples size n = 10, 50, 100, 150, 200.
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Table 1 The Various Estimators of β = 1, α = 1, 1.5, 2, and 2.5 parameters of Weibull
distribution

BE MLE SA

β α n β̂t α̂t β̂t α̂t β̂t α̂t

1 1 10 0.9571 1.1023 1.0101 1.0473 1.1001 1.0570
50 1.0019 1.0535 1.0087 1.0235 1.0061 1.0167

100 1.0035 1.0307 1.0034 1.0067 1.0026 1.0072
150 1.0069 1.0102 1.0019 1.0029 1.0011 1.0015
200 1.0101 1.0105 1.0011 1.0016 1.0009 1.0012

1 1.5 10 1.0072 1.5613 1.0301 1.5031 1.0142 1.5027
50 1.0025 1.5351 1.0078 1.5015 1.0061 1.5017

100 1.0014 1.5197 1.0054 1.5009 1.0016 1.5012
150 1.0011 1.5103 1.0016 1.5005 1.0009 1.5005
200 1.0002 1.5071 1.0010 1.0002 1.0003 1.5002

1 2 10 0.9961 2.1011 1.0501 2.0343 1.0510 2.0171
50 1.0027 2.0651 1.0187 2.0105 1.0081 2.0170

100 1.0012 2.0117 1.0033 2.0046 1.0034 2.0052
150 1.0005 2.0123 1.0013 2.0053 1.0012 2.0014
200 1.0001 2.0005 1.0007 2.0007 1.0007 2.0007

1 2.5 10 0.9917 2.5334 1.0108 2.5121 1.0210 2.5090
50 0.9909 2.5150 1.0097 2.5095 1.0053 2.5061

100 0.9935 2.5087 1.0061 2.5041 1.0031 2.5020
150 1.0008 2.5012 1.0014 2.5014 1.0016 2.5015
200 1.0002 2.5007 1.0012 2.5003 1.0003 2.5003

According to the simulation study results obtained in Tables 1 and 2,
revealed that results obtained with the Bayesian methods are similar with
Maximum likelihood and agreed with each other when the sample size is
small. With a small sample size, the estimates using Bayesian methods were
reported to have a better fit followed by Maximum likelihood while the
simulated annealing algorithm reported poor performance. With an increase
in sample size, SA reported having the best result with better fitting followed
by the maximum likelihood method. When the sample size increases the
accumulation of the error (RMSE and MAE) decrease in all cases. From the
Table 2 results it can be seen that, for a small sample size, the estimates
with Bayesian methods and maximum likelihood method are a better fit
than Simulated annealing. But, for big sample size, the Simulated anneal-
ing algorithm outperforms the traditional Bayesian methods and maximum
likelihood method in estimating Weibull distribution parameters based on the
Insurance claims data set. However, because the Bayesian approach considers
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Table 2 RMSE and MAE of the various estimation methods of Weibull distribution
BE MLE SA

βt αt n RMSE MAE RMSE MAE RMSE MAE
1 1 10 0.05373 0.00594 0.01805 0.00574 0.03643 0.01571

50 0.00780 0.00111 0.00931 0.00064 0.00251 0.00046
100 0.00466 0.00034 0.00347 0.0001 0.00077 0.0001
150 0.00302 0.00009 0.00211 0.00003 0.00015 0.00002
200 0.01013 0.0001 0.00111 0.00001 0.00011 0.00001

1 1.5 10 0.02068 0.00685 0.03012 0.00332 0.00457 0.00169
50 0.00556 0.00075 0.0078 0.00019 0.00029 0.00026

100 0.00242 0.00021 0.0054 0.00007 0.00021 0.00016
150 0.00138 0.00008 0.0016 0.00004 0.00008 0.00006
200 0.00054 0.00004 0.03536 0.00249 0.00006 0.00002

1 2 10 0.02068 0.00972 0.03012 0.00844 0.00457 0.00681
50 0.00556 0.00138 0.0078 0.00058 0.0009 0.0005
100 0.00242 0.00033 0.0054 0.00008 0.0002 0.00009
150 0.00138 0.00009 0.0016 0.00004 0.00008 0.00002
200 0.00054 0.00001 0.03536 0.00001 0.00003 0.00001

1 2.5 10 0.01343 0.00251 0.01146 0.00229 0.00722 0.0083
50 0.00976 0.00032 0.00979 0.00038 0.00114 0.00023

100 0.00666 0.00008 0.00611 0.0001 0.00124 0.00015
150 0.00095 0.00005 0.0014 0.00002 0.00021 0.00002
200 0.00042 0.00001 0.008 0.00006 0.00009 0.00001

Figure 1 Comparing RMSE of Bayesian estimator with other methods when α = 1 and
β = 1.

more levels of variability in the model, it is typically preferred over the
Simulated annealing and maximum likelihood methods, which only estimate
parameters as point estimates. The Bayesian methods also provide the entire
posterior distributions for and, allowing us to perform additional analyses
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Figure 2 Comparing RMSE of Bayesian estimator with other methods when α = 1.5 and
β = 1.

Figure 3 Comparing RMSE of Bayesian estimator with other methods when α = 2 and
β = 1.

Figure 4 Comparing RMSE of Bayesian estimator with other methods when α = 2.5 and
β = 1.
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Figure 5 Comparing MAE of Bayesian estimator with other methods whenα = 1 and β =
1.

Figure 6 Comparing MAE of Bayesian estimator with other methods when α = 1.5 and
β = 1.

Figure 7 Comparing MAE of Bayesian estimator with other methods when α = 2 and
β = 1.
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Figure 8 Comparing MAE of Bayesian estimator with other methods when α = 2.5 and
β = 1.

such as looking at predictive distributions of claims amount. These are the
distributions that are used to estimate the likelihood of future claims.

Figures 1 until 8 displayed the results of Root mean square errors (RMSE)
and Mean absolute errors (MAE) reported in Table 2 respectively for various
sample sizes. It can be observed that the RMSE and MAE accumulation in the
Bayesian methods are going hand in hand with Maximum likelihood when
the sample size is small. The error accumulation in the Simulated annealing
algorithm reduced drastically with the increase in sample size. However,
when the sample size increases the errors accumulation decrease in all cases.
From Figures 1 to 8, it can be seen that, for small sample size, the estimates
with Bayesian methods and Maximum likelihood are a better fit than SA.
But, for a big sample size, Simulated annealing algorithm estimates are a
good fit for the Insurance claim data set. This paper concluded that Bayesian
methods agreed with the maximum likelihood method and Simulated the
annealing algorithm when the two parameters of the Weibull distribution
are estimated. The study revealed that, as sample size increases, both Bayes
estimation, maximum likelihood estimation and Simulated annealing have a
decrease in RMSE and MAE values. Especially, if the sample size is small
the Bayesian estimation approach can be used as an alternative.

Actuarial Risk Measures

Value-at-Risk is defined as a statistical measure that indicates (in an explicit
manner) the amount of a potential loss of market value of a financial asset, for
which the probability of reaching or exceeding this value within a specified
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time horizon is equal to the tolerance level determined by the decision-maker
(Bello et al., 2020; De Luca et al., 2020; Filippi et al., 2020; Molino and
Sala, 2021). Another definition of VaR sees it as a measure of the maximum
loss that an individual can incur within a certain time horizon for an invest-
ment realised under normal market conditions, within a predefined tolerance
level (Majumder, 2018). Assuming random variable X , the mathematical
definition of VaR is as follows:

VaRα(X) = inf{x|FX(x) ≥ α} = F−1
X (α) (25)

where F−1
X (α) is the quantile function of random variable X , and α is the

level of the quantile of the probability distribution of this random variable.
In particular, random variableX may represent return rt of any financial asset
at time t. Risk exposure is one of the most important tasks of the actuarial
and financial theory which has been described using probability distributions.
Actuaries and financial risk managers are frequently using key risk indicators
to assess the degree to which their businesses are exposed to specific types
of risk posed by changes in underlying factors such as stock prices, prices of
equity, interest rates, and currency exchange rates (Afify et al., 2020).

Value at Risk Measure of Claims Weibull Distribution

Value at Risk is basically a statistical tool to measure the expected loss at
a particular period from particular Stock or Whole Portfolio with a given
Confidence Level (Probability Level). The VaRα of random claims X at
the 100α% level, denoted by pa, is the 100α percentile (or quantile) of the
distribution of X. Hence, the VaRα of the Weibull claim model is defined by

P (X > πα) = 1− α (26)

πα = F−1(α) (27)

where α ∈ (0, 1) and F is the CDF of the Weibull distribution given in
Equation (2).

Tail Value at Risk Measure

The Tail value at risk Measure is also called as Expected Shortfall (Le, 2020)
and Conditional Value-at-Risk (Filippi et al., 2020) are two terms for tail
value at risk. When an event occurs outside of a particular probability level,
the TVaR is used to quantify the expected value of the loss. The TVaR is
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defined as follows:

TVaRa(X) = E[X|X > pa] =

∫∞
x=pa

xf(x)dx

1− F (pa)
(28)

An application to insurance data
In the study for this article, certain car accident data from 500 incidences
recorded by one of Turkey’s largest insurance firms from January 2009 to
December 2009 were used for real-life exemplary reasons. The numbers
include the total number of claims in car accidents. Table 1 shows the
estimations of the scale and form parameters for each estimation method.

Numerical study of the risk measures
The V âRa(X) and TV âRa(X) for random variable X with the two-
parameter Weibull distribution is defined in Equations (26) and (29) respec-
tively. As said there too, in the attempt of estimating V âRa(X) and
TV âRa(X), the efficiency of its estimators is to be determined as the joint
efficiency of the estimators of the parameters of the Weibull distribution.

In this sub-section, we provide a numerical study of the risk measures
such as V âRa(X) and TV âRa(X), for the Weibull distribution model for
different sets of parameters. The process is described below:

1. A random sample of size n of 1000 of claims amount is generated
according to Weibull distribution,

2. parameters have been estimated via BE, SA and MLE,
3. 1000 repetitions are made for computation for Weibull distribution

parameters.
4. Compute V âRa(X) and TV âRa(X), and SE for each estimators.

The numerical results of the risk measures are provided in Table 2.
The numerical results are displayed graphically corresponding to each table
in Figures 9–10. The simulation study of the risk measures is performed
for the Weibull distribution for the estimated values of parameters. A model
with higher values of the VaR is said to have a heavier tail. The simulation
results provided in Tables 3 shows that the Bayesian estimator (BE) has
higher values of the VaR than the Maximum likelihood estimator (MLE)
and simulated annealing algorithm (SA). According to the simulation results
given in Table 3 SA or BE are chosen as the best estimators.

For the two-parameter Weibull distribution, {−In(1− α)1/β̂ θ̂} compute
the value at risk. The MLE approach is one of the most often utilized
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Figure 9 PDF for comparing estimation method based on insurance claims data set.

Figure 10 Probability plot for comparing various estimation methods based on insurance
claims data set.

Table 3 V âRa(X) and TV âRa(X), and SE for various estimation methods based on
insurance claims data set
Estimator α̂ β̂ LL V âRa(X) TVaR SE
BE 817.2431 6. 358192 −70111.1 7943.848 23831.544 0.00745097
MLE 825.7635 8.1895894 −71092.7 7740.74 23222.22 0.00774074
SA 887/511 5.967336 −69378.4 7132.48 21397.44 0.00694187

estimation methods in the literature. Nonetheless, in our work, we compared
estimate V âRa(X) approaches to find the optimum method, including the
MLE method, for estimating V âRa(X) for various sample sizes and known
location parameter instances. It is demonstrated that MLE and BE estimation
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methods need the solution of nonlinear equations for the parameters, whereas
SA has been demonstrated to be explicit functions of the sample observa-
tions and do not require any iterative computational procedures. In most
circumstances, SA is strongly suggested for estimating the parameters of
Weibull distribution and estimating V âRa(X) or quantiles thereof for big
samples. Because the MLEs and the BE are asymptotically identical, their
performances are relatively close. With a high sample size, the SA approach
appears to be the most recommendable estimator in general.

Conclusion

Statistical distributions are important in financial sciences in data modelling
and analysis. The purpose of this article was to model claim sizes using
the Weibull statistical distribution, with the shape parameter assuming the
Gamma distribution. The parameters of the Weibull distributions were esti-
mated using three methods: the Bayesian approach, the Maximum Likelihood
approach, and the Simulated annealing algorithm. A simulation study was
has been conducted to examine the performance of the Bayesian approach in
comparison with maximum likelihood and Simulated annealing in estimating
the parameters of the Weibull distribution for different sample sizes and
parameter values.

Given the size of Insurance claim amounts and the general Insurance
industries, Weibull distributions can be used to model Insurance claim distri-
butions. These are useful when analyzing claims rather than using a lengthy
schedule of raw claims data. Analysis can take the form of estimating the
likelihood of claims falling into a specific range, as well as reinsurance
agreements in place and other mathematical analyses. It also demonstrates
that the Bayesian approach and the Maximum likelihood method are satis-
factory and agreed at estimating the probabilities of lower claims, whereas
the Simulated annealing algorithm is a good better fit at estimating the
probabilities of larger claims. As a result, it is advisable to use Simulated
annealing because it does not undervalue probabilities for large claims. This
is especially useful when setting up reserves. Interestingly, all estimation
methods can be used concurrently; for example, when the organization is
interested in the probabilities of low claims, it employs the Bayesian approach
or the Maximum likelihood distribution, whereas when it is interested in large
claims, it employs a Simulated annealing algorithm. Further research on a
Weibull distribution can be conducted when both parameters follow specific
distributions. According to the findings, the Weibull distribution with shape
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following Gamma distribution fit the Insurance claims amount data better.
This shows that no method is superior to another; it all depends on the
distributions used (Henclová, 2006; Hersch, 2019). We concluded that the
Simulated annealing algorithm necessitates more variables in parameter esti-
mation than the Bayesian and Maximum likelihood methods. Priority setting
is primarily subjective and relies on a guide provided by the classical method.
In conclusion, we presume that the estimation methods work in conjunction
to ensure that good conclusion are reached in this type of Insurance claims
data analysis.
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