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Abstract

For estimating finite population variance using information on single auxiliary variable
in the form of mean, the Ratio-Product-Difference (RPD) type double sampling estimators d; and
d, and their generalized estimators as d;qand dy are proposed. The bias and mean square error
(MSE) of the proposed estimators are found. Theoretical comparisons with the traditional
estimator are carried out. By this comparison it is shown that the proposed estimators are more
efficient than the traditional one.

Key Words: Auxiliary Variable, Taylor’s Series Expansion, Bias, Mean Square Error (MSE),
Efficiency.

1. Introduction

In sampling theory, auxiliary information is widely used at the stages of
selection and estimation, at the selection stage the auxiliary information is used by
designing various sampling schemes and at the estimation stage it is used in
formulating various types of estimators of different population parameters with a view
of getting increased efficiency. Estimators like ratio, product, difference, regression and
the classes of ratio and product type estimators for population parameters mainly
population mean and variance are studied by many authors and are available in the
literature. But when parameters of one or more auxiliary variables are not available in
advance then the alternative is to use double sampling or two phase sampling technique
where we first take a preliminary large sample of size n’(called first phase sample) on
which only the auxiliary variable is observed and then from n’ taking a sub-sample of
size n (called second phase sample) on which both the variables are observed. In such
situations the different estimators known as double sampling ratio, product, difference
and regression estimators were developed. This present paper too contributes to this
area.

Let a first phase simple random sample of size n" without replacement be
drawn from a population of size N and a second phase simple random sample of size n
without replacement be drawn from the first phase sample of size n’. At first phase
sample of sizen’, only the auxiliary character X is observed and at the second phase

sub-sample of size n, both the study variably Y and the auxiliary character X are
observed.
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Let (Y, X) be the population means of (Y, X) respectively. , be the

population correlation coefficient between (Y, X) and X' be the sample mean of the
first phase n’ sample values on the auxiliary character X. Let

N
SY2 :ﬁi(\ﬂ _V)z ’ S)Z( =ﬁ§1(xi —)7)2 and His :%;(Yi _?)r(xi - )?)S
where (v, x ) are the values on (Y, X) respectively for the i" (i=1,2 ..., N)unitof
the population. Also let (y, X) be the sample means of (y, x) based on second phase
sample of size n.

2. The Suggested Estimators

For estimating the population variance O'Y2 of the study (main) variable Y, the
proposed double sampling estimators are defined as

d, =0 y2{1+@} 2.1)
X

Let us generalize it as

dyy =0-y°. (W) (2.2)

X
where W= — and f (w) is a bounded function of W such that (1) = 1 at the point
X

W =1 satisfying the regularity conditions for the validity of Taylor’s series expansion
and having first two derivatives with respect to W to be bounded. And

Ak (X=X)] - 1L
d, =60{1+-2"_"J1_y? where §==S"y? 2.3
2 { 5 } y n;y, (2.3)
Let us generalize it as
dyy =6 f(w)-y? (2.4)

X
where W = — and f(w) is a bounded function of W such that f(l) =1 at the
X

point W =1 satisfying the regularity conditions for the validity of Taylor’s series
expansion and having first two derivatives with respect to W to be bounded.

3. Some Theorems

Theorem I : The biasin d, up to terms of order (1) is given by
n

2KY gy 2KY py o (3.1)
n’ X n n
Where as the mean square error of d; to the first degree of approximation for the

Bias (d,) =

optimum value of K, is given by

2
MSE (d,) min  _1(, _ 2_(1_£jﬂi 3.2)
1 n(,u4o ﬂzo) n o Loy
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’

Proof : Let y=Y +e,, x=X+e,, x=X+g and Lg2 1y, oo or

(k=04
19, 19 e Where 2=y & Zi= Yiorz=Z +e,0r 0=0+e,.
i=1 i=1
For simplicity, we assume that the population size N is large enough as compared to the
sample size so that finite population correction terms may be ignored.

Now E (e)) =E (e1) =E (e,) =E (e2) =0 (3.3)
Ee, )——sz “;0 Eeoe) == ps S
E(e ) = —S 2 /”02 E(eoel ) = % (3.4)
n
Eef’) =222, Eee =
and

1 _ _

E(ezz) = H(ﬂzao +AY 15 +4Y 2,Uzo - luzoz)
E(e,e,) = 1( +2Y11,,)

0%2) =1 Hag Hao (3.5)

1 _
E(ee,) = H(ﬂzl +2Y )

[ 1 va
E(ee,) = W (tgy +2Y 14y,)

We have

d, :%i Y’ - 72{14‘@}

i=1

X +e
/-1
=(0+¢e,)—(Y +e,) {1+%(el—el j[1+:1] }
! 12
=(0+e,)—(Y +8&,)° 1+ﬁ(e —e') 1-% . &
2 0 X 1 1 )? )TZ

_ - ke ke  keel
:(0+e2)—(Y2+e02+2Ye0)( +% ;(Tel )1(12 —%}
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k1\72e1+k1\72e1’ k.Y %€’ kY eel

=(0+e,)-Y?—1_ _
(O+e) X X X 7 X?
— eoz —2Ve, - 2k1Y_eoel 4 2le)zeoei

N - kY% kY’ k.YZ%e” kY ’epe;
=i2\(i2—\(2 +e,-2¥e ——2——L+ 21 _TL g’ e e
N = X X X? X?
2kYee . 2k, Ye,e,

X X

(d _0_2):e — e, — le:Zel + le:ze{ —e 2 le*2e1r2 + k1Y72e1e1’ _ 2k1Y19061 + 2k1Y:eoel'
v © X X 0 X2 X? X X

3.6
Taking expectation on both sides of (3.6) and using values of the expectations ggven)
from (3.3) to (3.5), the biasin d,(= E(d,) —o¢) to the first degree of approximation
is given by
Bias (d,) =E(d,)—ov

_ _ |<Y2 kY2 kY ?

_E(ez)_ZYE(eo)_ E(e)+ E(el) E(e )_ X2 E( 1 )
k.Y ? o2kY 2kY
Lz E(elel)—T

Th XN X X n X
_2KY g 2KY gy (3.7)
X n X n n
Now squaring (3.6) on hoth sides and then taking expectation, the mean square error of

Hao leZ Hoz _|_k1Y72 Ho2z ZkY My 2Vk1@

d, = E(d1 — aYz)z to the first degree of approximation is given by

vV 2 NV 24/
MSE( dl): E(ez _ 2?30 _ le)?el n le)?el _eoz

_ _ _ 2
kY zel’2 k\YZee  2kYepe | 2k Yeoe]
X? X? X X

=E(e,”) +4Y ’E(e,’ )+ k 2) — AYE (e,

E()

2kY2 4kY3 4kY3 2k 2Y*
E(efe,) +—=—E(ee,) - E(e) - e ———E(e€)

1 _ _ _ _ _
= E (tgo +4Y gy + 4Y 2,Uzo - ﬂzoz) +4Y? % —4Y H (/130 +2Y p1y)
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k1Y4/u02 kY4/uoz 2k1Y 1
X2 n X* n X

2kY? 1
( 21+2Y,U11)+ k)1<

W(ﬂ21+ZV/ﬁ1)
+ 4k, Y* M 4k, Y _ 2k12Yi4 Hoo

X n X n X* n
1 o kY, KO, 2kY? o, 2kY? u
or MSE (g,) == - S Y 7 A 7l Y s Wl WY '+
1 n(,uao Hao ) X2 n X2 X n X n

1 1 1)k 2y 2k,Y?
=H(Iu40 _zuzoz) (I’l j( X2 Hoz — ;(/’121] (3.8)
The optimum value of k, minimizing mean square error of d, is given by
kr=X Ha (3.9)
Y o,
which when substituted in (3.8) gives the minimum value of mean square error as
2
MSE (d,) min= 1 (,,, - ﬂZOZ)_(l _1] tos (3.10)
n n Hoz

showing that mean square error of the proposed estimator d, is less than that of usual

. . . 13 . ,
conventional unbiased estimator s ° = ——— (y. — 7)2 of population variance o, 2
y n _1 i=1 I

1=

Theorem I1: The bias in d,, Up to terms of order (1] is given by

n

: Y? 2y 2y Y? Uy M
Bias(d, )= @)X " f 1“02 e 7 e O A 7 W PO 7o
N X 2x2 @ X @ nooX @ X2 < noon

(3.11)
Where as the mean square error of d19 to the first degree of approximation for the

optimum value of f '(1) is given by

1 1 1

|\/|SE(dlg )min = _(#40_#202)_(__ )/121 (3.12)
n n Hop

Proof : Let us consider (2.2)

dyy =0 -y2.f (W)

For (1), f~ (1) and f"'(1) to be first, second and third order derivatives of f(W) at
the pointW =1 respectively and W* = 1+ h (W-1), 0 <h <1, expanding f(W) in
d

19 in third order Taylor’s series, we have
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—yz{f(1)+(w—1)f’(1)+(Wzl)z £7(1)+ (W31)3 f"'(w)}

A o2 e],_ i "” 1 i’ ’ ,,,
9—y{1 [X+eJ @+ 2I[X+ J f (1)+[J (W*)}

3 X

_o-y? e (e —e)1 &) e L L AN
=0-y +7e1—e1 +7 ()+ﬁﬁ(el_el) 1+ (1)

2 2 2
_ e, ee e e 1( e e/ 2ee
O+e,)—(V+e, file| - Ly g | 2 - L f(
(0-+e,)-( o){ (X X XZJ ® Z(X J ()}

2 AT — (e €
-e,"—2Ye, —2Ye,| = —= |f'(1
0 0 O(X Xj ()
N v/ 2
:(;ZYiz —Y2]+e2 —2VYe, —YT f'M)e,

i=1
VvV 2

Y ’ ’
g f'Q)e] —e(,2

f (1) 14
/ 2 va / 2
Y f”(l)e’2+ f 'Dee, + fz (e,
ZYeoel fm+ 2 el
X
or
v/ 2 v/ 2 v/ 2 v/ 2
dy —o, =6, —2Ye, — Yf f (1)e1+ Y ~ f'(De; — e, - Y <7 f'(e)” - Yfz f"(De,’
?2 v/ 2

Y ’ ’ Y " ’ ’ 2Y_ 4 ’
— (e}’ +ﬁf (1)e1el+?f Deje; _Tf (1)eoe1+7f Dee;

(3.13)
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Taking expectation on both sides of (3.13), the bias in d,; (=E(d,,)-oc,") up to

terms of order (1] is given by

Bias (d,,) = E(d;,) -0y
= E(ez)—zv’E(eo)—ﬁ f'<1)E(e1)+ﬁ f'()E(e;) - E(eoz)—f—z f'()E(e;”)
Y f"(l)E(el)+ Y tEGE >+j(_ f(l)E(e1e1)+Yi Fr)E(e,e])

_7 ' 'DE(e.e,) +T F'(DE(ee))

va v/ 2 N/ 2 v/ 2
:_@_Y_ ()”02 Y_2f"(l)&_,_YTzf"(l)&_,_Y__zf'(l)@
2X n n' n’
Y_2 " Y
s 2 ——f Wl 2l
Y2 Moy  Y? ﬂ Y o A4
frayHoz - L prytoz o 2Y gogy M
2X? S N 2X? S ® n'
AR Fo _ H
AL S KO S D)
3 @ € () .

Now squaring (3.13) on both sides and then taking expectation, the mean square error
of d,, to the first degree of approximation is given by

E(dy, —oy 2)2 —E(e —2Ye, —Ef 'De, +Y_2 f (1)eJ

—Ele,? J+ 47 ?Efe,? J+ ;{f (1)} Ele. )+X—{f WF Ele)-aVE(e, ez)—zl((2 fOE(ee,)
2 e )+ L T 0EEe) - 1 0EEe) - 2 1 OF )

1 — — - U Y
= gty + AY gy +AY 2ptyy — gy )+ AY 220 L Y gy Hoa L T fgrq)12 Ho2
n (/140 Hao Hao — Ko ) n + <2 {f (1)} 0 + 2 {f (1)} o

2Y?

2
200 2V, )+ o 10 ey 27

_1 _
—4Y = (,Uso +2Y 11,0) =

LA M 27!
froyse 2 g Haq (1 2 Mo
(O 7 WS FOF S
Y4 v ks Iy 2V U
MSE(d, V=2(y — 2+ )2 o2 _ 1 (g Hoe _ 2L gy Haa 2l gy Ha
(dyg) n(;u4o ,uzo) Xz{ ()} n Xz{ ()} N X ()n X ()n

(3.15)
The optimum value of f ' (1) minimizing the mean square error of di, is given by
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, X

=2 Har (3.16)
which when substltuted in (3.15) gives the minimum value of mean square error as

MSE (d,, ) min= = (4, - 4 )_(_ j o (3.17)

g 40 20
n ( n Hop
showing that mean square error of the proposed estimator d1g is less than that of usual
conventional unbiased estimator sy2 L 1 (yI y)2 of population variance o 2
L=
Theorem I11: The bias in d, Up to terms of order ( ] is given by
n
k 7 U

Bias (d,) = 7(/121 + 2Y/u11) Y ;? (/121 + 2Y/u11)_ % (3.18)

Where as the mean square error of d, to the first degree of approximation for the
optimum value of K, is given by

MSE (d,) min = 1(/140_/‘202)_(1 1)ﬂ21 (3.19)
n n Hoz
Proof : Now consider the proposed estimator in (2.3)

d, = é{1+—k2()_(__ X )}— vy’

XV
kz(i+el—>?—el,) B
=(0+e,)1+ — —(Y +&,)°
X +e

:(9+e2){1+|§(2(el _elr)(1+§(i) }—(Y+e0)z
k, ! e, e va 2
= (9+e2){1+x(el —-e j(l—x+ XZ]}—(Y +€,)

kel ke ke kee | o
—(Ore,) 122 8 T8 KBS g e
( + 2)( X X2 X Xz J ( O)

’ r2 '

_o- k 08, k.08, szzel k,0 tzalel e, - kg€, | kqee,
X X X X X X

N _ 12 ' '

NES S 7 YL S Y L
X X X X X X
_ ko€ kobe ., koe® kee, kee, koee
d.—c2)=e —2Ye ——22 = Y & o2 RV 5 Romi®r  Rotita Mol SiE

(2 O-Y) 2 0 X X 0 X2 X X X 2
(3.20)

—Y?2_—g,>—2Ve,

i=1
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Taking expectation on both sides of (3.20), the bias in d,(= E(d,) —o?) to the first
degree of approximation is given by
Bias (d,) = E(d, )—aY2

= E(e,)-27E(e,) 2 E(e)+ ) E(e,?)+ 20 < e 2 Eee,)

ks E(eez)——ke E(ee))
oy KO g, Kk, 1 k, 1 - k.6 u
== ;0+ X2 nolz Xn (ﬂ21+2 /uu) <1 ,(/121+2Yﬂ11)_ Yzz no'z

k (ﬂ21+2Y:u11) %, (#21"'2Y/111) Ho (3.21)
nX n'x n

Now squaring (3.20) on both sides and then taking expectation, the mean square error
of d2(= E(d, _JYZ)Z) to the first degree of approximation is given by
MSE (d,) =E(d, - ov)*

2
_ koe koe k0 e’ kee, kee, k0 ee
:E(ez—ZYeo— A 2)?1—602 X21 2)%2_ 2)%2_ 2X211J
22 2
:E(e;)+4\72E(e02)+k2,f E@?) + kxa E(e2)—4VE(e, ez)—TE(eez)
2k0 4k Ye 4k Ya 2k,’ 6>
2) el) X E(elel)

or MSE (d,) = E(d, —o,%)

1 o KOy, KOy, 2k,0 1 _
= VaT T t— S T 2Y
n (Hao = t39) X2 n X2 n < o [,U21 /uu]
L 20 1 A0 1, AN O 1, 2K, 0 gy,
Y n' )? n )?2 n!
21(#40—,L1202)+ k,?6? Hoy Ky °0? Ho 2k20@+ 2K,0 1y,
n

X2 n X2 n X o X n

1 k,’6? 1 1) 2k.0 1 1
:E(,Uw_,uzoz)"‘ = ﬂoz(_,j"' = ﬂn(_,j

X? n n n n
1 o (1 1Yk, 6 2k,0

= H (,u40 — Hyo ) + [E - WJ( 2)?2 Hoo + )? Hoq (322)
The optimum value of k, minimizing the mean square error of d, is given by

*=— Xty (3.23)

0 tho,
which when substituted in (3.22) gives the minimum value of mean square error as
MSE (d,) min = E(/140 /1202)_(1 : j luu o2
n n Hoz
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showing that the mean square error of proposed estimator d, is less than that of usual

1 1 1 2 1 4 —\2 1 1 2
conventional unbiased estimator s, :ﬁé(yi _ y) of population variance s, °.
Theorem IV: The bias in d,, up to terms of order [

n

lj is given by

; 0
Bias(d,, )= e

iy M 0 ., U 1.,.1 =
ot | mﬁ—ﬁf 0502 W) (ot + 27,

= (O (27, ) 22

(3.25)
Where as the mean square error of d,, to the first degree of approximation for the

optimum value of f'(1) is given by

2

MSE (g, )min = 1(ﬂ40_ﬂ202)_(1_1JM. (3.26)
n n Hyz

Proof: Let us consider (2.4)

dZQ :é f(W) _72
For f'(1), f" (1) and f7"(1) to be first, second and third order derivatives of f(W) at
the pointw = 1 respectively and W* =1+ h (W - 1), 0 < h < 1, expanding f(W) in

ng in third order Taylor’s series, we have

d,, {f(1)+(w 1) f (1)+(W21) f7(1)+ (""31) f’”(vv*)}

2
A e —e 1(e —¢e 1
o+ 2= o 225 f”’ *
{+[X+e{j ()+2!(X+61’J ()+3l( (u )}
1 N8 e 11 e -
_0{1+?(e1—e1{1+?j f(1)+57(e —e]) (1+?j f( )}—y

’ 2
:(9+e2){1+(;1_el+ & &8 ]f ')

2 12 '

€ € €,€; " va 2
el L I (1} Y +e
(zx2 2X2 X2 J ()} ( ")
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2X2 2X° X

o882 88 ey v e 2 _ove,
X X

i 2 2 12 !
:9+9{§(1_;1+ & _ ]f ') +e( & —ele;jf”(l)%z

0 e{z 0 e1

F'@+

()

0 e 0 e 2,
L) -—=Lf'D-e
3 W TD-e

18, - -
= —Zvi —Y2j+e2—2Yeo+

oe’
2X2

0 0

-2 -

eel fra)+ 2% 1“(1)—‘91;2 £(1)

0 e’
2X?

0 e

f'()—e, + = f'(1) + f"(1)

—  Oe ., 0 e
dyy —o,’ =€, —2Ve, + Xl f'(1) - %1
Hel’z
2X

o ele1 0 e

e €€ ., ee, .,
f")+ ') -—=f'(L
€ "+ < @ < @

F@) -

f/(1)—

(3.27)
Taking expectation on both sides of (3.27), the bias in 0, = (E(dzg)—o—yz) to the order

[ijis given by
Bias (d,,) = E(d,) - 0"

— o ., o ., , 2 e ., 2
=E(ez)—2YE(eo)—§f (1)E(el)—§f (DE(e;) - E(e, )+ﬁf DEE)

9 " 2 0 " 2 9 r ’ 6 " r
oz T ORE) ~ o5z T'OREN) - 57 TMEEE) -5 T'OEEe)

1., 1., .
+if (1)E(ele2)—?f DE(ee,)

Using values of the expectations given from (3.3) to (3.5), we have
Bias (4,) =E(d,y) -0y’

" 9 n 0 12 9
_ﬂ;o 2f(1)”02 O graytor - 9 gngyboe _ 0 gy 4 -~

02 £7(1 Hoz
X 2X2 n 2X? n X2 n ()n’

1 ! 1 va '
+?f (1)H(IU21+2YxU11) = f (1) (ﬂ21+2Y:U11)
or Bias (y,) = E(d,,) -0y’

O o M ﬂ H
= O Xzf(l) 2 4 ') s+ 27

——f ‘0= (y21+2vﬂn)—% (3.28)

Now squaring (3.27) on both S|des and then taking expectation, the mean square error
of dZg to the first degree of approximation is given by

”
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9 &

E(d,, —0,°)" = E{ez —2Ye, + /(1) - 08 (1)]2
= Ele,2)+4v? E(e02)+§22{f W E(e12)+%{f WV E(?)-4VE(ee,)

+2—f f'(D)E(ee,) _2_19 f ’(1)E(e{e2)—i0 f'(DE(e,e,)

4YH ,
— f'(DE(e.e))- {f ‘O E(ee))
Using values of the expectations given from (3.3) to (3.5), the mean square error of t,

is given by
MSE(q,)

2

:H(/ho +4Y piyy +4Y 2;“20 _,uzoz)_4Y 2 % -4y H(ﬂso +2Y ) +?{f (1)}2 %

6% (.02 Moy 20,1 — 260 ,,.. 1 — 4o Y7,
o AFOF 5+ 52 £~ oty 4 2Vt )= S £/ = (ats + 2V )= =22 £ 22

aye i, 20° 2
AR ) S | |
x ()nr XZ{ ()} nr

_1 Zﬂoz_iz frp)2 Moz, 20 oqy Har 20 ¢y Mo
- Mg e Lt Hon - T (o Len 20 oy 20 gy e

(3.29)
The optimum value of f '(1) minimizing mean square error is given by
frayr = - X Mo (3.30)
0 oy,
which when substituted in (3.29) gives the minimum value of mean square error as
MSE (d,, )min = (ﬂ4 'uzoz)_(l_ljluﬂz (3.31)
nn'J ug

showing that mean square error of the proposed double sampling estimator dzg is less

than that of usual conventional unbiased estimator syz 1 (y y) of population
_1 =

variance o, .

4., Efficiency Comparison with the Traditional Estimator
As we know that the mean square error of usual conventional unbiased

estimator g2 _jlzl:(y -y) of population variance ¢, ? is ﬁ(Mm_ﬂmz) and
MSE(q,)min=MSE(q,, )min=MSE(q,)min=MSE(g, )min_L(, _  -) (Li)ﬂif
2 - n 40 20 nn Loy

4.2)
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showing that the proposed estimators have less mean square error than the usual

conventional unbiased estimator Syz - ﬁi(yi _ y)z of population variance ¢, ? .

4=l
5. Empirical Study

For comparing efficiency of the proposed estimator, Let us consider the data

given in Cochran (1977) dealing with Paralytic Polio cases ‘Placebo’ Y group and

Paralytic Polio cases in not inoculated group X. We have calculated the required values

of 4 andacomparison is made.
For n =34 and n’ =50(say), we have

Moo= 9.8894, Hoz
4, = 421.96088, tin

7.1865882 x 10’
93.464705 x 10°

Mean Square Error of usual conventional unbiased estimator = 9.534136697
and Mean Square Error of the proposed estimators = 8.390090538. The percent relative
efficiency (PRE) of the proposed estimators over the usual conventional unbiased
estimator is 113.63568, Showing that the proposed estimators are more efficient than
the usual conventional unbiased estimator.

6. Conclusion

We have derived new double sampling estimators and their generalized
estimators of population variance using auxiliary information in the form of mean, the
bias and mean square error equations are obtained. Using these equations, MSE of
proposed estimators are compared with the traditional estimator in theory and it is
shown that the proposed estimators have smaller MSE than the traditional one. For the
practical justification of the results, an empirical study is also included. It may be noted
here that when the optimum value is replaced by the estimated optimum value
depending on sample values, the resulting estimators based on the estimated optimum
value attains the same minimum mean square error to the first degree of approximation
as that of the estimators depending upon optimum value. The details are here omitted
because of derivation being straight forward.
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