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Abstract
In this paper, we are utilizing the modified regression approach for the prediction of
finite population mean, with known coefficient of variation of study variable Y, under simple

random sampling without replacement. The bias and mean square error of the proposed estimator
are obtained and compared with the usual regression estimator of the population mean and comes
out to be more efficient in the sense of having lesser mean square error. The optimum class of
estimators is obtained and for the greater practical utility proposed optimum estimator based on
estimated optimum value of the characterizing scalar is also obtained and is shown to retain the
same efficiency to the first order of approximation as the former one. A numerical illustration is
also given to support the theoretical conclusions.
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1. Introduction

Let Y be the study variable taking real value Y, for the i"™ unit j - 1,2,.. N

of the finite population U of size N . Consider the problem of estimating the
population mean

— 1 N

Y = WZizlYi

on the basis of observed values of Y on units in a sample which is an ordered subset
of the finite population U of size N . Let S denote the collection of all possible
samples from U . For any givens € S, let V(S) denote its effective sample size and

S denote the set of all those units of U which are not in S . Further let

— 1

V=T 2

Ve = 1 Sy, (1.1)
PON-v(s)F

For any given S € S, we have
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N -v(s)—
N Y3

Y =
N y+

Basu (1971) argued that in the representation of Y above, the sample mean §§
being based on the observed Y values on units in the sample S is known, therefore
the statistician should attempt a prediction of the mean Vg of the unobserved units of

the population on the basis of observed units in S. For any given s ¢ s using simple
random sampling without replacement and effective sample size v (s) = nand

ys = y , the population mean Y is given by,

N-n-—

Y = Ve (1.2)

Dyy
N N

Considering T as a predictor of Y+, an estimator 9 of Y can be written as

— n— N-=n
Y=—Vy+
Ny N

T (1.3)

where T isa predictor of y

The literature describes a great variety of techniques for using auxiliary
information by means of ratio, and product and regression methods for estimating
population mean which most of the time leads to the gain in efficiency of the estimator.
Some efforts in this direction are due to Srivastava (1983), Srivastava & Jhajj (1995),
Singh. & Espejo (2003), Kadilar & Cingi (2006). For X being the auxiliary variable

correlated with study variable Y and X, being the value of X on the i™ unit

i =1,2,... N of the population U , let Yzizf“lx. and further, for X; being the
N &=t

. -1
value of X on the i™ unit i=1,2,..n of the sample S, let X= — ZXi . Using
n

ies

k
: , N o - -
regression type estimator T, ={y+b(Xs - x)}( v2 y ] , Where X z=
SV
1 _ NX —nx - T i
Z X = N— as predictor for in (1.3) , we have the proposed
N =N ies I —-n

estimator of the population mean Y under prediction approach to be

C Nen—  — _(c2.)
y+ N ”{y+b(x§—x)}{ yzy]

y. =L
KON N s

y
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V. =0y+{(1—0)y+b<X—x){cy2 yzj (1.4)
SY

2. Bias and Mean Square Error of Y,

For simplicity, it is assumed that the population size N is large enough as
compared to the sample size N so that finite population correction terms may be
ignored.

We define
y=Y(+e,), x=X(@1+e), s’ =57L+e,) 5 =57"(1+e,),

Sy =0y 1+e,)

It can be verified that £ (e,) = 0 ;i =0,1,2,3,4. Also up to the first order

of approximation, we have obtained the following expectations on the lines of
Sukhatme et al. (1984):
2

o o’ B, -1 (x)
X 2 -
E(e,’) = —5 E(e,”) = 5 . E(e,”) = P2 E(e,e,) = =2,
nY nX n nXo,
:u3 ny /l /121
E(e,e,) =— 'E(e,e,) = —=1E(e,e,) = —=2— E(e,e,) = —=
082) = - 0&) = = E(ee;) o ? (e.e,) ~

Gy y

Also
b_ Sxy =o-xy(1+e4)
= —
S, o, (1+e3)

X

=B(l+e,)1+e,) " =Bl+e,)1l-e, +e,° —..)
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=B(l-e,+e, +e,° —e,e, +...)

where B =
(o2

X

proposed predictive regression type estimator yk of population mean is

V. =y b(x‘—ﬂ}{cyz T] @5
S

y

which, when written in the terms of € 'S becomes

—F+e)+BA-e, +e, +e,7 —ege, + . ){ X - X (1+¢€,)}]

k
2

—Y (l+e)
o, (l+e )Y

=¥ (L+e)+B(-e,+e,+e, 5 —ee, +...)( —Xe) {l+e,)  Are,)*}

- {7+7e0 + B(e,e, —e,e, — el)}
i+ 2ke, — ke, — 2k 2e,e, + k(2k —1)ey” +.....|

{1—ke2+k(k2—+l)e22+ ....... }

J. -V = Y{(Zk +1)e, + k(2K +1)e,” — k(2k + 1)ee, — ke, + k(k2+ D ezz}

+BX(ee,—ee, —e +kee, —2ke.e)+... (22)

Taking expectation on both sides of (2.2), the bias of yk to the first degree of
approximation, is

Bias (¥, ) = E(¥, - Y)
. Y{(Zk +1)e, + k(2k +1)e,” —k(2k +1)e e, — ke, +

k(k2+ 1) ezz}+
BX (e,e, —e.e, —e, +kee, — 2ke,e,)

[k +1)E(e,) + k(2k +1)E(e,*) — k(2k +1)E (e,e,) — KE (e,)
=Y
k(k2+1)E( e t)

+ BX{E(e,e;) — E(e,e,) — E(e,) + KE (e,e,) — 2kE (e,e,)} (23)
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Squaring both sides of (2.2) ,taking expectation, we have mean square error of to the

first degree of approximation i.e., upto of o(lj to be

n
MSE (V) = E(J, -Y)*

= Y [{2k +1)e, — ke, }- BXe, [

— K2V E(e,?) + E(e,%) — 4E (o8, |+
JAVE(,) -2V Eege,) - }

4XYBE (eqe;) + 2XYBE (e;e,)

+ YZE(eOZ)Jr B2X “E(e,’) - 2X YBE (eoez)}

— 2kY ? 2Cy2(1_p2)_71cy+
- {4cy2+(ﬁ2—1)—4y1Cy}+T ot _ '

{(1_/)2)0”_yz} 2.4)

The optimum value of K minimizing the mean square error of yk is

2C," (1= p*)=7.Cy + p F2
_ o,.9,Y (2.5)
.
(B, -n+4c,”—4ay.cj

and the minimum mean square error of yk is given by

2
—2
. Yile2c@-pt)-yC,+p 2
- 22Oy c.0,Y 2.6)
MSE (Y, ) =(1-p") - > :
n ni(B, -1 +4C > - 4y.C,|

The proposed estimator yk is more efficient than the usual regression estimator under

the condition y, < M +C
4Cy y
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3. Estimator Based on Estimated Optimum k
The optimum value k0 or its good guessed value may not be available always

in practice; hence the alternative is to replace the parameters in the optimum value by
their unbiased or consistent estimators based on sample observations. We can replace
these g, p,y,,Y and y, by their sample estimates g, 5,7,y and .,

respectively in (2.4) and get the estimated optimum value of k0 denoted by K as-

{2cy2(1—/32)—f1cy +/3f‘12-}
G,0,Y

- i R
(6.-1+ac-47,]
2 ~2 ﬁ3 < ~ ﬁlz
{ZCY Q-5 )Sy3Cy+pm} (3.2)
{(:441)+4Cy24:33c’y}
y y

Thus, from (1.4) and (3.1), we get the predicted regression type estimator ye
depending on estimated optimum IZ to be

= = —9C, =
V. = {y +bh(X = x) —y (3.2)
S

y

Defining fg=pug(l+ey), b, = p,(1+eg) fyp = p, (L+e;), We have

2 2
l+e
ZCyZ{l ; fxy ( 241 } y3(1+65)3 C,+
Oy ( +es)6y ( +ez) 6y3(1+ez)z

ny(l+ eA)tulz(1+ e7)

1 1 1 1
o,0,(+6,)*(L+e)%c (1+6,)%0,(L+6)2Y (1+e))

tu4(1+es) ~1|+4C 274 tu3(1+65) C
o, (1+e,)’ ’ 3 3
Y 2 o, (l+e,)?

=
]

ZCyz{lfpz(lfes +28,-8, +622....)}7}/1Cy(lfge2 +€ +1§5622....)+

‘lizf(lfe2 —e,—e,+€, +e, +e22....)
oo,Y

y

{B(1-2¢, +&y+..)-1}+4C} 74;/1(17%% +e +....)C

(3.3)
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Using (3.3) in (3.2), we have

V.-Y = \7{(2I(A+1)e0 +k(2k +1)e,” — k(2K + 1)e e, — ke, + wezz}
+BX (ee, —ee, —e +kee, - 2I2e0e1)
(3.4)

Now squaring both sides of (3.4) ,taking expectation, retaining terms upto o(l) we
n

have mean square error of ye given by

2
—2
LY {2cy2(1—p2)—y1cy+p“12_}
- c o,0,Y
MSE (V,) = (1= p*) ——~ ; (3.5)
n ni(B, -1)+4C, 7  —4y,C, |

which is the same expression as that of the mean square error MSE(ka) in (2.6)

giving the result that the estimator based on estimated optimum Kk attains the same
minimum mean square error of yko depending on optimum value and under the

(8,-1)

condition y, <{~—=—214+C
7 4C, v

4. Concluding Remarks
a) The Bias of yko obtained for the optimum value of k is

2C,*(1-p?)—y,C, + p 2 _
. - Y o,0,Y
Bias (7,,) = -~ 2
2n (B, - +4ac,?—ayCc,|

no,o,

{“Cv”pch—"“” —(/32—1)}+

[ PH, PO y.uz1] 4.1)

no,oc, No,uy

b) For the optimum value of Kk, it is clear in (2.6), that the estimator yk
attains the minimum mean square error
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2
2
Y {zcyz(l—pZ)—ncpr‘;“Y}
MSE (§,,) = - p*)——- <) @)
‘ n

n{(p, -n+4c?-4ycC,|
c) From(3.5), the estimator ye based on estimated optimum K has the mean
square error

2
—2

MSE (¥,) = (1 - p?)——- (4.3)

n

Xy

n{(B, -1)+4c,-aycC,|

d) From(4.3), we see that the estimator depending on estimated optimum value
is always more efficient than the usual linear regression estimator in the sense of

having lesser mean square error under the condition, ¥, < M +C
t]4c v
y

5. An lllustration

Considering the data given in Walpole R.E., Myers R.H., Myers S.L. and
Ye K. (2005, page 473) dealing with measure of aerobic fitness is the oxygen
consumption in volume per unit body weight per unit time. Thirty-one individuals were
used in an experiment in order to be able to model oxygen consumption (y) against time
to run one and half miles (x). Computation of required values have been done and
we have the following

Y = 47.37581 , X =10.58613 ,o,” = 27.46392 ,o,’ =1.86282 ,u, = 2523 .46629
py =59.71969 , B, = 3.34559 , u;, = -2.35772 ,C, = 0.11,y, = 041493 ,

p =-0.86219 ,n =31
Using the required values, we have

MSE (y, ) = 0.22735 (5.1)
MSE (¥,) = 0.19033 (5.2)

From (5.1) and (5.2), the percent relative efficiency (PRE) of the
predictive regression type estimator over the usual regression mean per unit
estimator is 119%.
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