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Abstract

To egtimate the population mean with imputation i.e. the technique of substituting
missing data, there are a number of techniques available in literature like Ratio method of
imputation, Compromised method of imputation, Mean method of imputation, Ahmed method of
imputation, F-T method of imputation, and so on. If population mean of auxiliary information is
unknown then these methods are not useful and the two-phase sampling is used to obtain the
population mean. This paper presents some imputation methods of for missing values in two-
phase sampling. Two different sampling designs in two-phase sampling are compared under
imputed data. The bias and m.s.e of suggested estimators are derived in the form of population
parameters using the concept of large sample approximation. Numerical study is performed over
two populations using the expressions of bias and m.s.e and efficiency compared with Ahmed
estimators.

K eywor ds: Estimation, Missing data, Bias, Mean squared error (M.S.E), Two-phase sampling,
SRSWOR, Large sample approximations.

1. Introduction

To overcome the problem of missing observations or non-response in sample
surveys, the technique of imputation is frequently used to replace the missing data. To
deal with missing values effectively Kalton et al. (1981) and Sande (1979) suggested
imputation that make an incomplete data set structurally complete and its analysis
simple. Imputation may also be carried out with the aid of an auxiliary variate if it is
available. For example Lee et a. (1994, 1995) used the information on an auxiliary
variate for the purpose of imputation. Later Singh and Horn (2000) suggested a
compromised method of imputation. Ahmed et al. (2006) suggested several new
imputation based estimators that use the information on an auxiliary variate and
compared their performances with the mean method of imputation. Shukla (2002)
disussed F-T estimator under two-phase sampling and Shukla and Thakur (2008) have
proposed estimation of mean with imputation of missing data using F-T estimator.
Shukla et a. (2009) have discussed on utilization of non-response auxiliary population
mean in imputation for missing observations and Shukla et al. (2009a) have discussed
on estimation of mean under imputation of missing data using factor type estimator in
two-phase sampling. Shukla et al. (2011) suggested linear combination based
imputation method for missing data in sample. The objective of the present research
work is to derive some imputation method for mean estimation in case population
parameter of auxiliary information is unknown.
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2. Notations
Let U = (Uy, Uy, Us,...,Uy) be the finite population of size N and the character
under study be denoted by Y and X be the auxiliary variable correlated with Y . A large

preliminary simple random sample (without replacement) S of n' unitsis drawn from
the population on U and a secondary sample Sof size n (n < n ) drawnin either two

ways. One is as a sub-sample from sample S’ (denoted by design 1) as in fig. 1 and
other is independent to sample S (denoted by design Il) as in fig. 2 without

replacing S . The sample S can be divided into two non-overlapping sub groups, the set
of responding units, by R, and that of non- responding units by R® and the number of
responding units out of sampled n units be denoted br (r < n) For every unit i € R the

value y, is observed, but for the unitsi e R¢, the y, are missing and instead imputed
values are derived. The i"" value X, of auxiliary variate is used as a source of
imputation for missing data when i e R°. Assume for S the data x, = {x :i e S} and

for i'eS, the data {x :i'eS} ae known with mean ;<=(n)’lixr and
i=1
X = (n)lz x. respectively. The following symbols are used hereafter:

X, Y :the population mean of X and Y respectively; x, y : the sample mean of X

and Y respectively; X:, i’, : the sample mean of Xand Y respectively; p,, :the
correlation coefficient between Xand Y; S, S?: the population mean squares of X
and Y respectively; C,, C,: the coefficient of variation of X and Y respectively;

1 1 1 1 1 1 1 1
S=|Z-=| S=| -S| S=| -5 Sa=|T-——|
! [f n] ? [n n] s (n Nj ¢ (f N—n]

55:(1 1 ); -l A (66 =64 XS5 +35) . B_(58—54)(53+54)

n N-n n [57(53+55)—552], _[58(53+54)_5f]
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3. Large Sample Approximations
Let vy, =Y(+e); x =X(+e); x=X(1+e,) and X = X(1+€,) , which

-1, e :é—l; e -X 1 and e =
X X

X
2 3 —

implies the results e :L —1. Now by

using the concept of two-phase sampling and the the mechanism of MCAR, for givenrr,
nand n'(see Rao and Sitter (1995)) we have:

pesons | E(e) EE) E(ef) E:) | E) | El2)
[ 0 0 5,C? 6,C} 6,CE 6,C?
" 0 0 5,C2 5,C2 5,C2 8,C?

Designs E(elez) E(e.l.es) E(ele;;) E(ezes) E(eze‘s) E(esels)

| spC,C, | 5,pCC, | 8,C,C, 5,C? 5,C? 5,C?

I s,pC,C, | 6pC.C, 0 o 0% 0 0

4. Proposed Strategies
Let y, denotesthei” observation of the j" suggested imputation strategy

and g, f3,, f,are constants such that the variance of obtained estimators of Y is
minimum. We suggest the following tools of imputation:

Y, if icR
@ =1y (X ) (4.1)
Wl Y WXL Cf ] i ieRC '
(1— fl) X
—\A
under this strategy, the point estimator of Y is t=Yy, [é} (4.2
X
yi |f | eR
. — —\A
2 ;= 4.3
@ Y=y X ] g jer 43)
(1_ fl) X,
_ —\£5
under this, the estimator of Y is t,=y, [_l] (4.9)
X
Yi if ieR

. —_ —\A
3 Yy = (1 y,f ) |:(i] _ f1] if ieR° (4.5
—f X
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—\/
Hence the estimator of Y is t =y, (_L] (4.6)
Note: At g, =1 (-1) then the estimator t, convert into ratio (product) type estimator
in two-phase sampling scheme.

5. Properties of Proposed Estimators
Let B(.); and M(.); denote the bias and mean squared error (M.SE.) of an

estimator under a given sampling design t = I, II. The properties of t,, t,and t, are
derived in the following theorems respectively. The proofs of al these results are
similar and therefore we will proof only one of themi.e. theorem 5.1.

Theorem 5.1
(D) Estimator t, intermsof e; i =123 and e, could be expressed:

Y . . . 1 2 1_1 2
tl=Y{1+q+ﬂl{es—%—%m%—ﬂ&%%% +ﬁT%H (5.1)

by ignoring the terms E[q’ef], EE (ej' )s] for r+s>2, where r,s=012,...and
i =123 j =23 whichis first order of approximation.

B
Proof t =y [é} =Y(1+ q)(1+ eg')f‘ (1+ e, )’ﬂ‘
X

Vaa1e g+ AL e |1 pe - AU )
=\7{1+91+ﬂ1{%—%—elweie;ﬂlejéﬁ%ﬂefﬁl?_léfﬂ
()] Biasof t, under designl andll is:
0 B =\7ﬂ1(52—63)(ﬂ12+ *c; —chcx] (52)
iy Bf), :VAE{ (0, +0,)-(0, - 3.)ic; —55chcx} (53
Proof (i) B(t) =E[tl'—\_(]
=Y E{1+el+ﬁl{e;—ej—%%+qeg—ﬂlejé3+ﬂ17+le§+ﬁ17_le§}—l}

= ?ﬁl(é‘Z - gs{ﬁlglci - pCYCXj

(i) Bfe), ~E V) =\7ﬂ1E{ 1(53+65)—(63—65)}C§—@pqcx}
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(©)] Mean squared error of t, under design | and II,
approximation could be written as:

97

upto first order of

M M) =Y[sci+(s,-s)pc: -2p0.C,)] (5.4)
i)y M), =Y[o.ci+(5,+8,)8C: -25,8C,C,] (55)
Prool  M(t)=Ef-¥] =V ER+e+ (6 -e)-1f
—YEfe+ g6 + e - 266 )+ 25, (e -, | (56)
0 Under Design | (Using (5.6))
M(t,), =Y [5.C2 +(5, -8, B7C: —28,C,C, )]
(i) Under Design Il (Using (5.6))
ML), =Y [5,C2 +(6, +5,)B:C2 —26,8C,C, |
4 Minimum mean squared error of t, is:
0 MEL=b-G.-0)ls  when g =p 57)
(I I) [M (t1>ll ]Mln = [54 _(53 + 55)71552102]842 When ﬁl = 55 (53 + 55)71pC&
' (5.8)

Proof (i) Firstdifferentiate (5.4) with respectto S, and then equate to zero, we get

L)) -0 =5=p S

After replacing value of g, in (5.4) , we obtained

M) ], =[6.-(.-)0"]S
(i) Similar to (i), we proceed for (5.5), we have

d : . C
dﬁ [M(tl)n] =0 :>ﬂ1 :55(53+55) pCY
Hence, [M(t),L,,=[0.~(6,+5,) 520 ]s:
Theorem 5.2
(5) The estimator t, intermsof e, e,,e, and €, is

t =\7{1+e1+ﬂz{eg—%+qeg—qez—ﬁzezeg +s

(6) Thebiasof t, under design| and Il respectively is

(i) B(tIZ)| =?ﬂ2(51_52{ﬂ22+1c>2< _pCYCXj

(“) B(Q)u :vﬁz(ga _65{%(ﬂ2 +1)C>2< _Id:YCXj|

,32 +1%2+ ﬂz -1

5 & H (5.9

(5.10)

(5.11)
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@) Mean squared error of t, under design | and Il respectively is:

M M) =YT[sci+(-s)pc: -28.0.0,)] (512)
i M), =Y[s.c+(6,-a)pc: -28,0,C,) (513)
8  The minimumm.se of t is
0 ML =[-G-6)07s  when g, :”c% (5.14)
i) M), L, =[5, -8.)07)s:  when g, = "5—1 (5.15)
Theorem 5.3
(9  Theestimator t, intermsof e,e,,e and €, is

[1+q+ﬂ3{% €66 +66— ﬂ3%%+ e§+ﬂ2 H (5.16)

(10) Biasof t, under design| and Il respectively is:

I R Y 517

i Bl - V@E 8.6, +8)-(6,-5,)ic; —c&pcvcx} (5.18)
(11 Mean squared error of t, is:

M M) =Ysci+(-s)pc:-28.00, )] (5.19)

i) M), =Y. +(5,+5,)8C: ~26,60C,C, ] (5.20)
(12 The minimum m.s.e. of t, is:

C
0 ML, =lb-6.-s)0%]s] whenBi=p = (52D)

X

B ML -Bae o) ]S wen £ -60,+0) 0
X
(5.22)
6. Comparisons
In this section we derived the conditions under which the suggested estimators
are superior to the Ahmed et al. (2006) over design | and I1.

@ a=mnmo)] [2-2g-d Ll
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@

©)

4

©)

(6)

(ti)| isbetter than t, , If

A, =minM(t,) ] -

(t,), isbetter than t,, if A, > 0

A, =minM(t,) | -

(t,), isbetter than t

A >0 = —%<p <%
min[M (ti)ll ] = [55 _54] S(z - [57 _(53 + 55)71552] pzsf
. 2 (56_54)(53+§5) _
T bbra)a] TR
m(0)] (3]s

it A

which isawaystrue.

A, =minM(t,) | ~minMm(t),] :[N i -

(t,), isbetter than t, if A, > 0

1 17,
=>{N—n'_ﬁ}$ g

which isawaystrue.

A, =minM(t,) ] -miMm(t) ] =[1 =

-t
n
|

(t,), isbetter than t

n N

Lif A, > 0 =)p?

0O =n>0

A, =minM(t,) | -minM(t,),] =[6,-5,] St -5, -6, +5,)"67] oS

(t,), isbetterthan t,, if A, >0

= p’ <

(58 _54)(53 +54)

[6.(6,+5,)- 5]

= -B<p< B

99



100

Journal of Reliability and Statistical Studies, December 2011, Vol. 4 (2)

7. Numerical Illustrations

We consider two populations A and B, first one is the artificial population of
size N = 200 [source Shukla et al. (2009)] and another one is from Ahmed et a. (2006)
with the following parameters:

Table 7.0: Parameters of Populations A and B

Population|| N % X S? S? P C, C,
A 200 | 42485 18515 | 199.0598 | 485375 | 08652 | 0.3763 | 0.3321
B 8306 |[253.75 | 343.316 || 333006 | 862017 || 0522231 | 2.70436 || 2.29116

Let n'=60, n =40, r =5for population A and n'= 2000, n =500, r = 15 for
population B respectively. Then the bias and M.S.E of suggested estimators under
design | and Il (using the expressions of bias and m.s.e. of Section 5) and Ahmed et al.
(2006) methods (see Appendix A) are given in table 7.1, 7.2 and 7.3 for population A

and B respectively.

Table 7.1: Biasand M SE for Population A

Design | Design |1
Estimators
Bias MSE Bias MSE
tl' -0.00180934 36.990998 0.123403 36.78069
t'2 0.094991 10.4174764 0.94991 12.31328
t; 0.09318118 10.91417774 1.843024 11.29167
Table 7.2: Biasand M SE for Population B
Estimatorsl|| - Design | - Desgnll
Bias M SE Bias MSE
ti 0.25646 22261.45 0.378708 22339.4
t, 14.80248 16403.58 14.80248 16518.98
t'3 15.05895 16300.3 8.94385 16384.03

Table 7.3: Biasand M SE for Population A and B for Ahmed et al. (2006)

Estimators — Population A — — Population B —
t, 0.010856 35.83645 15.23273 22319.77
t, 0.094991 12.73984 14.80248 16531.89
t, 0.105847 9.759633 15.23273 16358.62

The sampling efficiency of suggested estimators under design | and 11 over
Ahmed et a. (2006) is defined as:
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_optm(t) ]

= o] i=123 j=1,1 -(7.0)

The efficiency for population A and B, respectively givenin table 7.4.

Table 7.4: Efficiency for Population A and B over Ahmed et al. (2006)

Efficiency : Population A : : Population B :
Design | Design 11 Design | Design |1
E 1.032217 1.026349 0.997367 1.000879
g 0.817709 0.966518 0.992239 0.999219
E 1.118298 1.156977 0.996435 1.001553
8. Discussion

The idea of two-phase sampling is used while considered that the auxiliary
population mean is unknown. Some strategies are suggested in Section 4 and the
estimator of population mean derived. Properties of derived estimators like bias and
m.s.e are discussed in the Section 5. The optimum value of parameters of suggested
estimators is obtained as well in same section. Ahmed et a. (2006) estimators are
considered for comparison purpose and two populations A and B considered for
numerical study first one from Shukla et a. (2009) and another one is Ahmed et al.
(2006). The sampling efficiency of suggested estimator under design | and Il over
Ahmed et al. (2006) is obtained and suggested strategy is found very close with Ahmed

et al. (2006) when X isnot known.

9. Conclusion

The proposed estimators are useful when some observations are missing in the
sampling and population mean of auxiliary information is unknown. Obvioudly from
Table 7.1 and 7.2, all suggested estimators are better in design | than design 1l i.e. the
design | is better than design 1. Table 7.3 shows bias and m.s.e for population A and B
for Ahmed et a. (2006). From table 7.4 it is obvious that the suggested strategies are
very close with Ahmed et al. (2006).
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Appendix - A

Proposed M ethods of Ahmed et al. (2006)
Ahmed et al. (2006) proposed some imputation methods and derived their

properties. Authors are discussing with three methods of them. Let y, denotes the i
available observation for the j™ imputation and p. ,i=123 is a suitably chosen

constant, such that the variance the resultant estimator is minimum. | mputation methods
are:

Y, if ieR
1 = —(x\ - 1
) I [ny{é} —ryr] if ieR° @)
n-r X
_ —(xY
Under this method, the point estimator of Y is t, = yr[TJ 2
X

Theorem: The bias, mean sguared error and minimum mean squared error at

ﬁlngY of t, isgivenby

X

0 o) =¥ (23] (Al g, @
n N 2
- S2((1 1 1 1 1 1
(i) M (tl )| ® Yz{(?_ﬁjcg +512[F—NJC>2< - Zﬂl(ﬁ_ﬁjpcvcx}
4
2
iy MDA
(iii) 1 r N n N)s2 )
Y, if ieR
—\A
“ o L{@{_AJ —ri} if ieR ©
n-r Xr
X_ B2
Under this method, the point estimator of Y is t, :}r[__] 7
Xr

Theorem: The bias, mean sgquared error and minimum mean squared error at

ﬂzngY of t, isgivenby

X

0 sh,)- (3 —EF[@C& —ﬂzpcycx]

rn

®
i ml,) zVZK%—%]CE +o3(2- 2 —w{%—%jpcvcx}
©
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iy Mhehn (_st“ _(?‘Hj £l

(10)

y, if ieR
(3) Vo =1 1 _(xY - o (11)

— |ny,|=—| -rvy, if ieR

(n-r) X

_ Y Bs

Under this method, the point estimator of Y is t, :f/r [_—) (12)
Xr

Theorem: The bias, mean sguared error and minimum mean squared error at

ﬁg=ng of t, isgivenby

X

0 s (2- 22l e ) 13
i M) ~ [%-%J\?Z[CYZ + PECE ~25,pC,Cy | (14)

iy M) ~ [E_i)sﬁ(l-pz) 15)



