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Abstract

In this paper, we propose to use an improved sampling strategy based on the
modified ratio estimator using the population coefficient of variation and the coefficient
of kurtosis of the auxiliary variable by Upadhyay and Singh (1999) for estimating the
population mean (total) of the study variable in a finite population. Also the proposed
sampling strategy is shown to be better in the sense of unbiased and smaller mean
sguare error. A generalized Jack-Knife estimator is proposed and it is shown that the
proposed Jack-Knife estimator is unbiased to the first order of approximation. A
comparative study is made with usual sampling strategies utilizing the optimizing value
of the characterizing scalar.

Keywords: Ratio estimator, coefficient of variation, unbiasedness, mean square error,
Jack-Knife technique.

1. Introduction
The ratio estimator for estimating the population mean of the study variable y

isgivenby Y = RX where R = y/ X, Yisthe sample mean of the study variable
y, X isthe sample mean of some auxiliary variable x and X isthe population mean
of the x which is assumed to be known. If the population coefficient of variation of x
denoted by C, and population coefficient of kurtosis denoted by /3,, is known, then
Upadhyay and Singh (1999) proposed a modified ratio estimator for estimating the
population mean Y of the study variable given by

7 XCx + ﬂZX

V. .=y—x =X 11
yUS yicx+ﬁ2x ( )

We propose a modified ratio estimator for estimating the population mean Y
of the study variable given by
g =y XCutl
7 xC,+1
Our motivation of this paper is to propose an improved sampling strategy
which is better in the sense of unbiasedness and smaller mean square error.

The use of population coefficient of variation has been discussed by Searls
(1964), Murthy (1967), Sen (1978), Pandey & Dubey (1988) among others.

The bias and mean square error of Y under simple random sampling are given by
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11
Bias(Ys) = - Y(a®C;-paCC,)
=y.Y(a’C{~-p a C,C,) (12)
and
o 1-f o
MSE(Y,) = nnYZ{(C§+aC3(a—2K)}
= 7.Y{(C} +aC}(a—2K)} (1.3)

n
where fn = N isthe sampling fraction

XC, o | | g
, == , K= p—, where C, is population coefficient of
n XC, +1 «
variation of y and o isapopulation correlation coefficient between x and y.
Now we propose some improved sampling strategies such that the estimator of

the population mean Y is
y XC, +1

*AXC, +1)+(1- A(XC, +1)

Ys = (1.4)
We now consider this estimator under simple random sampling without

replacement alongwith Jack-Knife technique and denote the resulting estimator as VS*S.

2. Biasand MSE of Y5 under SRSWOR alongwith Jack-Knife Technique
Consider estimator Yg under simple random sampling without replacement

and denoteitby Y

Let V. =Y +€, ad X, = X +¢g

such that

E(e)=E(e)=0 (2.1)
putting these values in the estimator

- XC, +1

Yss = ¥s

A(X.C, +1+(1- A)(XC, +1)

_ XC, +1
=(Y +¢,) Tt

A(XC, +eC, +1)+(1- A(XC_ +1)

=(Y + eo){1+ f\C_Xel}_

XC, +1

X
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_l_
XC, +1 (XC, +1)
AC Yel AC2YE AC&E |
XC +1 (XC +1) (XC +1)
. AC Yel A’CYe?  AC.ee
Yss _Y:eo_ N7
(XC, +1) (XC, +1)2  (XC, +1)
Taking expectation on both sides and using (2.1), we have
Bias Y =E(Yss)—Y
|  AC? A
:Y _—XE 2 —_—E
{(xcx+1)2 (&) (XC, +1) (e"el)}

First two terms are zero as E(g,) = E(g) =0
Since

(Y+e0){ ACE , AC.e }

=(Y+&)-

(2.2)

E(€)) = (1—%}( °’C;

1 1)oo
E(ee) = (——NJXYpCXCy (2:3)

Therefore
1 1

Bias Ve = Y(— —N j{AZ ’C2 - AapC,C, |
— . Y{A%a?C2 - AapC,C, | (2.4)
Now for mean square error, consider (2.2), upto the first order of approximation

MSE (y$) = E[(Vss _V]2

— T2
AC.Ye
:E —+
{eo XC +1}
A2C2Y2 2ACY
=E(e? —E 2 Pt S =
(65) + (XC. +1)° (e) (XC. 1 (&&)
N-n

=2 {02 A?q?C? - 2AapC,C, |
=Y?%, {Cy + A2a*C2 - 2AapC,C, |

=Y?%,{C? + aC?(A%a - 2AK)} 2.5)
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The optimizing value of the characterizing scalar A is given by

A=Kla= A, (sy) (2.6)
and the minimum mean square error under optimizing valueof A=A, is
MSE(Yss) = 7,Y *(1- p*)C; (2.7)

which is same as the mean square error of the linear regression estimator. Also
Bias(Y) = Ounder the optimizing value of A.

3. Biasand M SE of Jack-K nife estimator Yg, under SRSWOR.

Let us now apply Quenouilles (1956) method of Jack-Knife such that the
sample of size n=2m from a population N is split up at random into two sub samples of
size m each. For further details one may refer to Gray and Schucancy (1972).

Let usdefine

XC +1

ye =y, i=1, 2
A(XC, +1) + (1- A(XC, +1)
—@ _ XCX+1
Vs =Ys——— = (3.1)

AXC, +1)+(1- A(XC, +1)
Where A is the characterizing scalar to be chosen suitably such that s=s,+s,, s, and s,
be the two sub samples of size m each and + denotes the disjoint union. Y,,Y, and Y,
denote the sample means based on two sub samples of size m and the entire sample of
size n=2m for characteristic Y. X;, X, and X, denote the sample means based on

two sub samples of size m and the entire sample of size n=2mfor characteristic x.

Also, denoting f_ = m and ¥ 1= fm
) m= Ny m=" s
N m

it can be easily seen that
Bias (YU) =7, Y {A2 ’C? -~ AapCXCy} i=1, 2

Bias (YO)=y,Y|{A%?C2 ~AqpC,C,|  =Bi(Sa) (32)
Let us define
N W, y@
VeoIstys
2

as an alternative estimator of the population mean Y.
The bias of Y s is

Bias (Y$) 7.Y {A2 °C? -~ AapCXCy}:BZ(Say) (3.3)

We propose the jack the Jack-Knife estimator 75; for estimating population

mean Y given by
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s = Ys ~Ns where R=—-
1-R B,
N-2n S
v® Y
Yss — {Z(N _n)} ss
(3.4)

o[ N-2n
2(N —n)
Taking expectation of (3.4) and using (3.2) and (3.3) we get.

E(YASS) =Y showing that Y isan unbiased estimator of population mean Y to the

first order of approximation.
consider

Ly -, _ |2
MSE(Yg) = E%(SS —Y}

A, 2
_E ye —RYs _y
1-R

1 SO _pyl v LRyl
- ~RYL-Y+RY

TR U=
1 _ _ A )P
:(1_ R { E(YQ -Y)? +R2E(Y -Y) - 2RE(yY - \?)(\?é—\?)}
(3.5)
Also
E(YY -Y)? —MSE(y(g))
= 7.Y2{C2 + a?C2(A2a - 2AK)| (3.6)
Further
. @ . 9@ 2
E(YL, —Y)% = E|: Yss ‘;yss _V}
{(y(l) V) + (Y2 -V}
{E(y‘” —V)2 + E(¥2 -Y)? + 2E(yE -V)(¥2 -Y)} 37
since

E(YQ -Y)* = MSE(YY)



58 Journa of Reliability and Statistical Studies, June 2011, Vol. 4 (1)

= 7.Y2{C? + aC2 (A2 - 2AK)}
E(ye -Y)’? —MSE(Y(Z’)

= 7Y ?{CZ + aC2 (A2 - 2AK)] 38)
Let
Y, =\7+e§) and X, = )7+el‘” such that
EEP =E@E")=0; i=1,2
Consider,
AVel AYe®
E (€Y Y (2 _ @ _ (2) _ M
(Y2 -V =¥) = H XC.+1[]° ~XC.+1
el e} 2 e (ae + (e el?)

(XC, +1)

ACY |° (w0
et v S

Substituting the resultsin Sukhatme and Sukhatme (1997)
E (OPNE) Y CZ
(5’6 ) = N

E(eef?) = - X°C:

1 ——
E(ee?) - Eee) -~ L K.,
We have

_ _%\?2 {cj +aC?(Aa—2AK)] (39)

Putting values from (3.8) and (3.9) in (3.7) we have

A

E(Yg - V)2 =72.%(2}/m —%){cj +aC? (A% - 2AK )}

= 7.Y?{C2 + aC2 (A2 - 2AK) (3.10)

Now
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-~ (€] (2
E(YQ -Y(Ys-Y)=E {(y“’ Y)(—yss 2y$ —VJ}

{E<y<3> V)L -Y)+EFYQ -V) (2 -Y)}

Smce
@) () _V)— __ACYe || _ACYe’ s
B -0 Y)_EH% (XC, +1)He° (XC, +1)H’ a
(i) (i) (i) ACY ) i
E(eel)) - (XC ){E(eo &)+ E(ee! |+ (XC J E(eg))

Using the following results given in Sukhatme and Sukhatme(1997)

E(eef’) =7.Y°C;

E(ee) = 7,X*C’

E(e,e”) = E(e)’8) =7, XYpC,C, i=1,2
We have

E(YQ -V)(YL -Y) = 7,Y2{C2 + aCZ(A%a - 2AK)}  (311)
Putting these values from (3.6), (3.10) and (3.11) in (3.5) we have

MSE(YL) = 7,72 (1+ R — 2R){C2 + aC? (A%a — 2AK)}

1
1-R?
=7, Y2{C? + aC2(A%a - 2AK)} (3.12)
Whichisequa to MSE(Y)
The optimizing value of the characterising scalar A is given by

K
A=—= Ajpt
(94

The minimum MSE under optimizing value of a= A, is

MSE(Ys) = 7,Y *(1- p°)C; (3.13)
which is same as the mean square error of the linear regression estimator.

4. Estimation under the Estimated Value of the Characterizing Scalar
The mean square error of the estimator Y is minimized for the choice of

K . o
A= - A, ad the minimum mean square error of Yo is given by
MSE(Yss) = 7,Y “(1- p°)C5.
Since the estimated value of the characterizing scalar A may not be known in
practice as it may involve unknown parameters; then we may estimate it by replacing
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the unknown parameters by their unbiased estimators. The optimizing value of the
unknown parameter A can be written as
AL - K 1XS,

" a a¥Y S
Let A denote the estimator of the optimizing value of the characterizing scalar A)pt
given by
~ K 1Xs
A=—==2—"2 (4.1)

a ay S

Now the estimator under the estimated value of the optimizing scalar A takes the
following form
= XC, +1

2=V AxC, s+ - A(xC, +1)

(4.2)

In order to obtain the mean square error of Vg , let us denote by
y=Y+e
X=X+g
Sy =Sy +&
with  E(e)) =E(e)=E(e,)=0 (4.3)
Putting these valuesin (4.2) we have
- < XC, +1
iz AXC, +1) + (1- A)(XC, +1)
XC, +1
XC, +1+ A(X— X)C,
:(\7+e0)_ 1 )i((CXSJr1+e
XC, +1+ = — A —
g aY+e, S
XC, +1

1
_ e
XC, +1+ Aoptel[u i_oj [1+ SZ]C

Xy

=Yy

()_( - >z)(:x

=(V+eo)
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&) [, &
A)ptel[lJrvj (HS}CX

Xy
XC, +1

=(Y+e K1+

1
Abptel(l—%Jr...] 1+ 2 |c,
=(Y+e N1+ M S

XC, +1

=6~ (f@—3q+omﬁ

Taking expectation on both sides and using (4.3) we have
MSE(VA) = E(VA _Y)2

— 2
YA,,C
ZE{%___funx %}

XC, +1
=E(e§)+mE(ef)— YAuCy —>_eE(ee)
(XC, +1)? (XC, +1) °
- N —
:Yzyn( N.n j{c2+Aopt 2C2_2Aoptapcxcy}

—Y2,{C2 + aC? (A2, — 2A,K)]
=Y?%,d-p*)C;
= Msz(yss)min (4-4)

which shows that the estimator based on estimated value of the characterizing scalar
attains the minimum mean sguare error in the class of all estimators.

5. Comparison with Some Commonly Used Estimator s
The proposed estimator is amost unbiased and under the optimizing value of
the characterizing scalar attains its minimizing value given by

Msz(yss)min = 7nV2 (1_ pz)Ci

= MSE(Y;) = P(say) 5
Theratio estimator Y of the population mean Y is abiased estimator whose bias and
mean sguare error are given by
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Bi as(yR) = 7nV(Cf P Cxcy) (5.2)
MSE(V,) =7, Y2{C2+CZ-2p C,C, } (53)

Similarly product estimator Y, of the population mean Y isaso a biased estimator
and its bias & mean square error is given by

BI a‘s(yP) = ]/nV(Cf + p Cny) (5-4)
MSE(Y,)=7,Y2{C2+CZ+2p C,C,} (55)

Also linear regression estimator of the population mean Y is a biased estimator and its
mean square error, upto the first order of approximation, is given by

MSE(Y, ) =7,Y ?(1—- p*)C7 (5.6)
Now comparing (5.1) with (5.3), (5.5) and (5.6), we have

MSE(VR) -P= ]/nvz(p c:y _Cx)2 >0 (57)
MSE(Y,)-P=7,Y?(p C, +C,)?>0 (5.8)
MSE(Y,)-P=0 (5.9

6. Empirical Study

Let us consider the following example considered by Singh & Chaudhary
(1986) wherein the following values were obtained:

Y =22.62, X =1467.55, C,=1042.46, Cy =1.7459,
P, =5.5788 and p =0.9022
The bias and M.S.E. of sample mean Y , ratio estimator Yy, product estimator

Yp, Upadhyay & Singh Y5, and linear regression Y, are given in the following
table.

Estimators Bias M.S.E.

y 0 7., (6564590)
Yr 7 (-0.1667) 7, (0.5804)
Yp ¥ (4.4352) 7, (9.7843)
Yir 7 (3867.58) 7, (0.5673)
Yus 7 (-0.2782) 7,,(0.6085)
Y2 0 7., (0.5673)

Table: Comparison of Biasand M .S.E. for various estimators

This study shows the proposed sampling strategy is better than other sampling
strategies in terms of unbiasedness and lesser M.S.E.
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7. Concluding Remarks

From the above expressions, we conclude that the proposed sampling strategy

under the optimizing value of the characterizing scalar is always more efficient than
that of ratio estimator, product estimator whereas it is equally efficient as linear
regression estimator. Thus the proposed estimator under Jack-Knife technique is
unbiased upto first order of approximation.
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