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Abstract

In this paper, we have proposed to use two classes of sampling strategies based on the
modified ratio estimator using the standard deviation and the coefficient of skewness of the
auxiliary variable by Singh (2003) for estimating the population mean (total) of the study
variablein afinite population. The properties of the proposed sampling strategies are studied and
some concluding remarks are given. Also, an empirical study isincluded as an illustration.
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1. Introduction

The use of information on an auxiliary variable for increasing the efficiency of
sampling strategy is quite well established in sampling from finite populations. Many
transformed estimation procedures are also available in the literature for increasing the
efficiency but, unfortunately, thisis always done at the cost of unbiasedness. There are
numerous instances where the bias of these estimation procedures is very large with
respect to their mean square error and therefore may not be advisable. The aim of this
paper is to introduce some efficient as well as unbiased sampling dtrategies for finite
population. Further, it may be of interest to note that there are very few waorks in
sampling literature wherein the focus is on devising better sampling strategies both in
terms of efficiency and unbiasedness. This may be done by some innovations in both
the aspects of sampling strategy viz namely sampling scheme and estimation
procedure. In this paper, we have used the prior information about coefficient of
coefficient of skewness and standard deviation at both the stages — estimation and
sampling scheme so that the accuracy of the sampling strategy is improved. Recently,
some attempts have been made by various authors, including Singh (2003), Senapati
(2005), Singh (2005) among others, to improve the existing sampling strategies by
using information about auxiliary variable.

The use of prior value of coefficient of skewness and standard deviation in
estimating the population mean of characteristic under sudy y was made by Singh
(2003). It was mentioned by the above author that the use of such prior information

about the coefficient of skewness and standard deviation leads to more efficient
estimation population mean (total) of the study variable.

The ratio estimator for estimating the population mean of the study variable
y isgiven by

Ve == X = RX (L1

X <
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where FQ:¥, y isthe sample mean of the study variable y, X isthe sample mean of
X

the some auxiliary variable x and X is the population mean of the x which is
assumed to be known.

If the population standard deviation of x denoted by s, and population
coefficient of skewness denoted by b, is known, then Singh (2003) proposed a

modified product estimator for estimating the population mean Y of the study variable
given by

(s,
Voo y(Xb1X+SX) (12
The bias and mean square error of Yy, under simple random sampling are given by
Bias(Vs) = (& - %)Vr nC,C, (L3)
n

and

= 1 1.Gofne 2
MSE (Vs) =Y {cz+nc?(n +2K)} (1.4)

where C, is the population coefficient of variation of y, n = Xb,, /(Xb,, +s,),
K=rC,/C, and r is the population correlation coefficient between x and y.
Similar to (1.2), amodified ratio estimator can be given by

o (Xby +s,)

=7, )

having bias and mean square error given by

Bias(yg):(%- %)V(nch- rnCXCy) and

MSE (Vg) = (1- %)\72{05 +nCZ(n - 2K)} respectively.
n

In this paper, Singh (2003) estimator is modified using Walsh (1970) and
Reddy (1973). We propose two classes of unbiased sampling strategies such that the
estimator of population mean Y is
- —— (>_(blx +S x)
You y{A(Yb1X+sX)+(1- A)(Xb, +s,)}
Note that for A=1 the proposed estimator reduces toy,. We now consider this

estimator under the following sampling schemes:
(). Smple random sampling without replacement along with the jack-knife technique

(15)

and denote theresulting estimator as @ .
(ii). Midzuno (1952) - Lahiri (1951) - Sen (1952) type sampling scheme and denote the
resulting estimator by Yy, -
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Both the sampling strategies aim at getting some classes of better sampling
strategies than the existing ones in the sense of unbiasedness and lesser mean square
eror.

2. Biasand M SE under SRSWOR
Consider estimator Y, under Simple random sampling without replacement
and denoteit by Y.
Let y=Y +g, and X=X +¢ suchthat E(e,) =E(g) =0 (21
Putting these valuesin (1.5) and using Taylor’s series expansion, we have
Ab,Ye . AbiYe  Abes
Xb, +s, (Xb,+s,)* Xb,+s,
Taking expectation on both sides and using (2.1) we have
Bias(Vs) = E(Vs)- Y
I Ab]
i (Xby, +s,)°

2.2)

785'7:%'

E(€)) - % E(eﬂel)g (upto first order of approximation)

Since E(e?) = (% - %)\?chz

1 1.¢
E(e?) =(=- —)X°C?
(€)= (- DXC,

1 1.
E(ge) = (E - N)XYV CC, (2.3)
Therefore,

Bias(Vs) :\?(%- %){Azn ’c.2- ArC,C,} (2.4)

Now, for mean sgquare error, considering (2.2) to the first order of approximation, we
get
MSE(VSS) = E(yss - Y)2

_ 2

i Ab, Ye U
- E, — 1x 7

,:\Q) Xb1x+sx

A?h2Y? 2Ab, Y

- E 2 + 1x E 2y _ ° 1x E

(&) (Xb, +5.)° (&) (Xb,. +5) (&)
1 1
=V2(- N){cy2 +nC,2(Ah - 22K )} (25)

Note that on putting A=1 in (2.4) and (2.5) we get expressions of bias and mean
square error of Y, and the optimizing value of the characterizing scalar A isgiven by

K
A = F = A)pt (Sa}/) (26)
The minimum mean square error under optimizing value of A=A, is

MSE (V) :\?2(%- %)(1- r?)C,? (2.7)
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which is same as the mean square error of the linear regression estimator. Also note that
Bias(Vs ) =0 under the optimizing value of A.

3. Unbiasedness and M SE of Jack-K nife Sampling Strategy

Let us now apply Quenouille's (1956) method of Jack-Knife such that the
sample of size n=2m from a population of size N is split up a random into two sub
samplesof size m each. For further details one may refer to Gray and Schucany (1972).
Let us define

Xb, +s

v =y X X ' i=12

yS y A(Xblx+sx)+(1- A)(Xb1x+sx) =t

¥v® =v >_(b1x+sx 31
yS yS A(Ysblx +Sx)+(1- A)(>_(b1x +Sx) ( . )

where is the characterizing scalar to be chosen suitably such that s=5 +s,, s and s,
be the two sub samples of size m each and + denotes the digoint union. Y, ¥, and
Y. denote the sample means based on two sub samples of size m and the entire sample

of sze n=2m for characteristic y. X, X, and X, denote the sample means based on

two sub samples of size m and the entire sample of size n = 2m for characteristic x.
It can be easily seen that

Bias(y") = (—-—){AznZCZ ArCCl:i=12

Bias(y?) = Y( - —){Azn ’C.2- mrCC,} =B (say) (3.2)

— @

Let usdefine W = % as an aternative estimator of the population mean Y .

The bias of @ is

Bias(iL ) = V(- - %){Azn °C2- ArCC,) = By(s) (3.3)
m
We propose the jackknife estimator @ for estimating population mean Y given by
7@) 1 N-2n0
R i ' s P A £
arove RIS GAN-p T o B (34)
1-R | N-2n U B,
T12N-

Taking expectation of (3.4) and using (3.2) and (3.3) we obtain

E(@ )=Y showing that @ isan unbiased estimator of population mean Y to the
first order of approximation.
Consider

MSE(@*) = EM- v

(0]
1-R -
g
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= 1 5 E[
1-R)
1
@R’
Also,

@ o _)?
Ve - RAL -Y+RY]

[E(vi vy +RECIL - vy - 2rE(ye - )AL - V)]

Ea - ) = MSE(Va ) = V(- )G, #nC/? (W - 26K )

Further,

EGHL - V) = E§—$ s v+

-1
4

2

@ @ 2
(0]

a

e{e - )+ a0}

= 2{EGa - V) B - V) + 26070 - V)3 - V)

Since

_0 oy o o011 -
E(Yss - ¥)* = MSE(Ys) =V2( - 1){C,2 +nC.? (A - 2AK )} i =12

Let y, =Y+ and X = X +€’ suchthat E(e)’)=E(e”)=0 i =12

Consider

@ @
E(Vss - Y)(Vss -

= E(e'd?)-

ﬂ{ E(ee”) + E(ee)} + -

7)o . AT 62 AT 0
g Xb1X+Sng Xb +Sx,é

AbYo

Xb eXblx x,@

Substituting the reﬁults in Sukhatme and Sukhatme

E(e""”) =

SRR

2c2

2c2

E(eVe®) = E(e®Pe®) = "N XYr C.C, wehave

o _ @
E(Vss - Y)(Vss -

1

- Lycy

.
Y)=- sz{cyz +An’C?- 2/rC.C )

+nC/7(Ah - 2AK )}

Putting the values from (3.8) and (3.9) in (3.7) we have
ECL - vy =y21S@ 10 2“{(: +nCZ (A - 2AK)}

= Vz(i- 1
2m

Now consider

48 &m Ng NY

N){c:y2 +nC7(Ah - 2K}

( ()] (2))

97

(3.5)

(3.6)

(37

(3.9)

(3.9)

(3.10)
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0w @

E5a - VAL - V) =E((ga - V=Y V)

- %{E(V;) V)T - V) +E(Ta - V)T - V)

Since
0 o & AbYe O, Ve &
E(Yes - V)(Vss - V) =E8 - =21 - Cel). “Where i =1,2
(Ve - V)Ts - V) geo XD, +5. % Xb XﬂW erei =1,
i Ab,Y & Ab Y 0
= (i) (i) (i) (1)
E(ael) - gy g (B8 +Eled )} + g 2 = Eleel)

using the fol I owi ng reﬁults given in Sukhatme and Sukhatme
E(ed’) = 3 °Y2

e L _

E(ee") = E(el'g) :3%- %EXYr CC,for i =1,2 wehave

E(Vs - V)(Vs - V) =¥ 82_' —Z{c +nC2(Ah - 2AK)} (3.12)
Putting these val uesfrom (3.6), (3 10) (3.11) in (3.5) we have

2831 2 2 2
MSECL ) = TR R) Sﬁ'ﬁ %+ R - 2R)C,? +nC.? (Ah - 2K}

— V2 1 2 2

= V(- ﬁ){cv +nC.2(Ah - 2AK)} (3.12)
which is equal to the mean square error of y . Therefore, the optimizing value of the
characterizing scalar A is given by (2.6) and the minimum mean square error under
optimizing valueof A=A, isgivenby (2.7).

4. Unbiasedness and M SE of Midzuno-L ahiri-Sen Type Sampling Strategy
Let us consider y,, under Midzuno (1952)-Lahiri (1951)-Sen (1952) type

sampling scheme and denote it by, . The proposed Midzuno-Lahiri-Sen type

sampling scheme for selecting asample s of size n deals with sdecting first unit with

probability proportiona to Xb, +s, + Ab, (x - X) where x is the size of the first

selected unit such that

Xb, +s,+Ab,_ (x - X)

N(Xb,, +s )
and selecting theremaining n- 1 unitsin thesamplefrom N - 1 unitsin the population

by smple random sampling without replacement. Thus the probability of selecting the
sample s of size n is

P(S) — )_(blx +s, + Ablx()_g - )_()
()_(blx +s x)'NCn

P(i) =P(selecting first unit i withsizex )=

4.1)

(4.2
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where X, and y, arethe ssmple mean of xand y respectively based on the ssmple s.
Consider

_ y.(Xb, +s,

E(Vay) = Bl LD T80y

Xblx +s, + Ablx(xs - X)
& Y(Xby+s,)

— _ 1x X __P(s
21 Xb1x+SX+Ablx(is- X) ( )

- 8" ¥

2,

= E(V,) (under simple random sampling without replacement)

=y (4.3)
showing that Y, iSan unbiased estimator of population mean Y for all valuesof A

under the proposed Midzuno-L ahiri-Sen type sampling scheme.
Now, since

MSE(Yay) =V (Yau) = E(Yay) - Y?
where

Nocn
E(Yar) =Q Yau-P(S)

s=1

Noc“i Vv.(Xh, +s Uz
- a i _ ys( 1x x_) V) P(S)
FlTXb1x+Sx+Ab1x()(s- X)g
o Xb,, +s 1
= é. ysz )zb +( - X)_ Va2 N
s=1 w TSy +Abl><(xs- X) Cn

D

¢ i, Abe U'U
i A )_(blxlj-elsxg i

@D

A 215 2 U
- Eé +% +2Y%)|1- Ablxel + _A blxel2 S - Kl;ll:l
1 Xb1x+s>< (Xblx +s ) G

('D

e
_ AZp2Y?2 Ab, Y
= Y*+E@E)+=—2—E 2— 1 to 1% d f
(8) (Xb, +5.)° E(€)- Xb, +5. E(ee) (upto order O

approximation)
Therefore, by using (2.3), we have

MSE(Vs,) = V7 - D){C,? +nC/? (A - 24K} = MsE(ys) = ME(T )

= ME(Ys) (SﬁY) (44)

Thus, the optimizing value of the characterizing scalar A is given by (2.6) and
the minimum mean square error under optimizing value of A=A, is given by (2.7).

Further, let the minimum mean square error under optimizing value of A=A, be
denoted by MSE(Y,,)

min *
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5. Concluding Remarks
If theminimizing value A=K/d = A, isknown then, we have

MSE(Y) - MSE(Fo ) = (5 - VT 2C,72 0 (5.)
MSE(Y,) - MSE(You)n = (%- S¥E(c,-rc,) e 0 (52)
MSE(Y,) - MSE(Ys1) i ‘(ﬁ' N)\(Z(c: +rc,)s 0 (5.3)
MSE (Vey) - MSE(Ver) i _(ﬁ' N)\(2(o|c: -rc,)’s 0 (5.4)
MSE(Vs) - MSE(Ver), i, —(—- —)YZ(dC +rC ) 30 (5.5)

Hence, under the optimizing value of the characterizing scalar A=K/n = At
, the proposed sampling strategies are always better thany , V. Ve, Ve, Y and Y,
in sense of unbiasedness and gain in efficiency.

6. Empirical Study
Let us consider the following example considered by Singh and Chaudhary

(1986) wherein the following values were obtained Y = 1467.545, X = 22.62, C,=
1.460904, C,= 1745871, b, = 3307547, s,=32.28717, r = 0.902147. The bias

mean square errors and percent relative efficiency (PRE) w.r.t. y of the sample
meany , ratio estimator Y, product estimator y,, V. Yo and Y, aregiven by

Est. (t) y Yr Yo Yie Y= Ve Yau / VS
Bias (t) 0 -244.68 | 3376.77 | 3867.58 | -830.47 | 2358.86 0
MSE (t) | 6564590 | 1249925 | 21072230 | 1221872 | 1884104 | 15731012 | 1221872
PRE(t:

y () 100 525.20 31.15 537.26 348.42 41.73 537.26

Note that the above results are scaled by the factor (1 - %) . It can be easily observed
n

from the table that only sample mean y and the proposed sampling strategies are
unbiased. Further, it can be essily observed that y, and the proposed sampling
strategies attains the minimum mean square error but 'y, is biased. It is evident from

the above empirical study that the proposed sampling strategies are better than the
remaining sampling strategies both in terms of unbiasedness and mean square error.
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