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Abstract

There are certain situations, for example, positively skewed distributions, where
geometric mean is more appropriate measure of location than the arithmetic mean as it gives
larger weight to smaler values than larger values of variables. It is specificaly useful in
averaging ratios, percentages and rates of change in one period over the other. In this paper we
propose two different types of estimators for estimating population geometric mean of the
characteristic under study variabley, one with and the other without using auxiliary information.
To investigate the properties of these estimators we obtain their Bias and Mean Square Errors
(MSE) along with the upper bounds for their mean square errors under certain realistic
assumptions. Empirical example is aso given showing the relative efficiencies of the proposed
estimators.
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1. Introduction

In most of the survey sampling problems the parameter of interest is either the
total or the arithmetic mean of the characteristic under study as a measure of average or
central values. The per capita income, the average operational holding size, per capita
fuel wood consumption are some of the parameters which might give very misleading
conclusions for the populations due to high skewness of the variables in question. In
medical studies variables with normal and symmetrical distribution are very rare say for
example survival times. In such cases of distribution the arithmetic mean may not be
most appropriate measure of the average of the variables and it is preferable to use
either the median or the geometric mean. For positively skewed distribution, geometric
mean is a more appropriate measure of location than the mean as it gives larger weight
to smaller values than larger values of variables. Geometric Mean is specifically useful
in averaging ratios, percentages and rates of change in one period over the other. Also
use of centra limit theorem is vaid only when sampling distribution of statisticsin use
isnormal which isnot in the case of highly skewed distributions and hence calculation
of confidence interval may not be easy task in such situations. Though the properties of
geometric mean have been studied empirically through simulations, bootstrapping and
other techniques, alot of work remains to be done for studying theoretical properties of
geometric mean .

Considering a finite population of N unit, let (Y;, X;),i=1,2, .... ,N bethe
values of observation for thei™ unit of the population according to the study variable y
and the auxiliary variable x respectively. Further let a simple random sample of sizen

from this population is taken without replacement having sample values(y,,x ), i =
1,2...,n assuming without any loss of generality that first n units have been selected in
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the sample from N units of the population. Further we assume that no value is zero and
negative.

The population geometric mean, the parameter of interest, is given by,
— 1/N
G = (Y, Yy) (L)
The obvious choice for the estimator should be the sample geometric mean
given by,

1/n

To study properties of 9 is not very easy task and hence to avoid the mathematical

complexities assuming deviation about mean to be less as compared to mean we may
consider the following estimators for population geometric mean
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And for positively correlated variables y and x we may take
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whereas when y and x are negatively correlated we may take
¢ 2u
* —e y ueex o
9 =vyé-a 3(1%:1 (15)
é y-u X g
e a

wherea = (n- 1)/ n or asuitably chosen scalar.
A generdlized class of estimators of geometric mean may be taken as 9
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wherea and | arethe characterizing scalars to be chosen suitably and determined by
minimizing mean square error MSE(gC) )

Further let,
__1n - 1N
y==4& v, Y==23aY,
Nj=1" Nj=q'
N, _\2 N, \2
s2=1 4 (Y-Y) , 55: 1 4 (Y-Y) ,
YoONj=qll N-1j=q\1
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2. Bias of the Estimator 9
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so that E(eo) = E(el) =0 (21

Assuming population size N to large be enough in comparison to sample size n, we may
ignore finite population correction factor (f.p.c) and get,

2
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Sincefor large sample if deviations are small as compared with mean, we may use, for
mathematica simplicity, approximation formulafor geometric mean as

€

=vg- Nt Yo 2.3)
é
e

G=Y- k where  k :\?%ci (2.4)

Now from equations (1.3) and (2.1), we have
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Now put k = Y > C§ and expanding (l+e ) in (2.5) we get,
—Va . 2

99" G= Ye0 k( % +e0 +e1 eoe1+...) (2.6)

Taking expectation both the side we get, Bias( ) up to O? 0

Ng

Bias(go) - E(go- G)

yu 27)

3. The Mean Square Error (MSE) of Estimator (gO )
The M SE of the proposed estimator is given by
2
MSE(gO) = E(g0 - G)

Now from equation (2.6) we have up to O? 0
Ng

(3.2)
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Using equation (2.2)
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4. Upper Bound for MSE of 9
It iswell known that GM £ A.M which gives
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Also, G=Y-k; where k:%\_(ci from (2.4)

b S Kpq 8ok using (4.1)
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Again considering  1- 2 :£
Y Y

Sincethe left hand Sde isless than unity, as % £1&G>0

Thus kT €0,Yd (4.4)

P k.,-Y30 Qk3 0 from (4.3

3
bk Y (4.5)
Also kE£Y b ko YEY from (4.4)
> ko £ 2Y (4.6)
Combining (4.5) and (4.6) we get
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o enld
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Substituting these limit of k and k o We get from equation (3.2)
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Further we may aobtain from equation,
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If distribution is mesokurtic, b, =3

then,

MSE(gO)£Y2§ 1_013 (4.10)

5. Bias of the Estimator 9

Xx- X ~
Let, e, =X b = X(l+e2) such that E(ez)—o (5.1)

Assuming population size large enough in comparison to sample size we may ignore
finite population correction factor (f.p.c) we obtain,

E(e e ) - (5.2)
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from equation (1.4) we have,
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Expanding (l+e) and (l+e) and put ch—km(53)weget
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Now putting Y- k=G  and \_(+k:k0 in the equation (5.5) we get.
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(5.3)

(5.4)

(5.5)

(5.6)
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6. The Mean Square Error (MSE) of Estimator 9
The mean sguaring eror of the proposed estimator 9 is given by sguaring

equation (5.4) and taking expectation up to og‘l'_? we get
Ng

MSE(gl) = E(gl— G)2 (6.2)
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7. Upper Bound for M SE of 9

From (4.4) we have

kT €Yl (7.2)
And from equation (4.7) we have
k ] & 2Yu (7.2

Also smceltlswell known that 0£ G.M £ AM '

therefore Gl go,\_(g (7.3)
Substituting these limits of k, kO and G, we get from equation (6.2);
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For positively skewed distribution L >0,r >0 therefore,
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If m21<0

Ci, being a stable quantity, may be known from previous experience, pilot
survey or literature and hence may be replaced by that valve say CO then,
=2 R
Y© é2(4n+1) N
e———1+C (7.7)
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which is the upper bound of MSE ( gl).
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8. Empirical Example

From the real primary data dealing with weight (Y) in kg and height (X) in
c.m. in a sudy of N=277 children between age group of 3 to 36 months, the required
value of population parameters are cal culated. Further to study the property of proposed
estimator, random sample of size 30 was taken and required sample values calcul ated.

Y =6.587726, X =68.23105, S2 = 6.691442
S2=156.980902, S = 26.029657, c2=0.154187
X VX y
C2=0.033721, C  =0.0579096, m,,, =8.285403577
X yX 0
m,, =26.7871327,  m,  =124976079, m,,, = 66672861
b, =2811439303,  G_ = 6.069568621, G = 6.00678417414
X = 64.86667 , v = 6.09667 , 2 = 6.374126
s2=145201954 . s =23.782298, 2 = 0.17148877
X yx y
2_ . o
¢2=003453014 , iy =15.0315771, f,, = 47.58578339
fh,, =129.847287, 1y, =6.161655556 , b, =3.420094025

g, =55913371, g, =5.88133794278
MSE (go) = 0.229092405, MSE (gl) = 0.115990168

MéE(go) =0.20504882494 , MéE(gl) =0.08856441218
Relative efficiency of g, over g, is

MSE(go)
Efficiency= x100 = 197.5101933%
MSE(g )
1
Relative efficiency of g, over g, based on estimated M SE of 9 and 9
MSE(gO)

Efficiency=— 2/ x100 = 231.525078632%
MSE(glj

9. Conclusions

GC
i e can easily see that MSE() <MSE( )'fr3 X 30 |,
(i) w y 9 9/ ! 2kOCy

which shows that glwill be better than 9 in the sense of having lesser mean square
error when variables y and x are positively correlated .
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(i) A generalized class of estimators of geometric mean may be taken as 9

é S2 u _ 1
—é teex 0
g, =va- a%ug:: ©.1)
e Yy uEXp
e u

where a and | are the characterizing scaars to be chosen suitably and
determined by minimizing mean square error MSE(gC) .

(iii) When y and x are positively correlated we may take | = -1in (9.2) to get
MSE(gl) < MSE(gO) and obtain following estimator ,

S2u __
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1 208X 5
Y i
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(iv) When y and x are negatively correlated we may take | =1 in (9.1) to get
®
MSESg, JES MSE(gO) and obtain following estimator,

19

¢ 2u _
* —8 y U&®x 0

(V). It is clear that values of the proposed estimators g 0 =5.5913371 and 9 =5.881338

ae veay close to exact and approximated population geometric means
Gm =6.069568621 and G =6.09678417414 respectively having very small MSE's

and estimated MSE's are given by MSE ( g 0) =0.229092405,

MSE (gl) =0.115990168 MéE(go) =0.20504882494 , MéE(gl) =0.08856441218

(vi) Relative and estimated relative efficiency of {Jqwhich utilizes auxiliary
information is 197.5% and 231.5% respectively over estimator 9 which does not

utilizes auxiliary information in the example under consideration.

(vii) Upper bounds of MSEs of 9 and 9 are given as 14.6921009961 and

1.20139259602 showing that the upper bound of MSE is sharpened a lot by using
auxiliary information and becomes quite closer to the actual value of MSE.
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(viii) It has been shown that under suitable conditions MSE(gl) < MSE(gO) showing
that efficiency of the estimator 9 of population geometric mean of variable under
study y has been improved by utilizing information on auxiliary variable x in glwhich
is positively correlated with y variable.
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