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Abstract

In this world of software technology, our dependency on software’s is increas-
ing continuously. As a result, software industries are working hard to develop
highly reliable software and to meet the expectation of customers. Generally,
software companies release software early in market to take gain market
share, but rigorous software testing is required for early release software
to ensure reliability of software and meet the customer’s expectations. This
requires a huge amount of resources, and it increases financial burden on
the company, consequently, decreases the overall profit of company. Further,
late release due to prolong testing of a software may improves reliability
but results into a loss of market opportunity cost or may not be fulfil the
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customer’s aspirations. As a result, to stay competitive, companies release
software early and release patches later to fix the bugs, improve the func-
tionality of software, and to update the software. Software industries are
improving the performance or usability of software by releasing patches
which may increase the consumption of testing effort and consequently
increase in cost. On the other hand, software firms also provide warranty
on their products. To address the above said issues, we have developed a
testing effort-based software reliability growth model, which incorporates
warranty policy and estimates the optimal software release and patch time
with the objective to minimise the total testing cost. Further, we have used
Genetic Algorithm (GA) to estimate optimum software release and patch
time. A numerical illustration has been presented on a real time data set to
validate the proposed model.

Keywords: Software reliability, testing effort, software patch, genetic algo-
rithm, software release.

1 Introduction

Computer systems play a pivotal role in controlling safety-critical systems
and are ubiquitous in various facets of daily life. The demand for high-
quality software is consequently substantial, driving the software industry
to prioritize reliability in its development efforts. Several factors influence
software reliability, including resource constraints, process scheduling, unre-
alistic requirements, and the availability of necessary prerequisites for the
development process. As a result, software engineers are facing challenges
to manage their schedules and resources to deliver complex software’s on
time and to fulfil the requirements of market. Also, they are expected to
accomplish the process faster with the validation of reliability. After the
release of software, reliability can be measured by system failures, feedback
of customer, complaints, etc. However, it is too late by then. Thus, before
the installation of software product to customer, software engineers must
determine its reliability. Hence, testing of software must be carried out before
its release to ensure the reliability.

Testing stands as a pivotal aspect of the software development lifecycle,
invariably conducted upon the culmination of each developmental stage.
The strategy for a successful testing of software begins with the consid-
eration of the specific requirements by the software engineers for testing.
Software testing is described as the process to identify the faults that may



A Review Based on Various Applications to Find a Consistent 79

have been introduced during the development cycle. Therefore, a successful
software testing is accomplished by discovering the faults. Software testing
is also used to analyse the safety, performance, and security of the software.
Moreover, quantitative assessment of software reliability is determined by
testing, which is an important factor in deciding whether or not to release a
product. Due to the increase in the market competition and software com-
plexity, testing efforts and targets have been set. More testing will frequently
reveal more bugs in large projects and hence results in successful release of
software.

The software industry is continuously increasing and are releasing the
feature-wrapped versions of industry-specific software. An emanating inno-
vation is experienced in the process of software development with the early
release of software including patches that provide the essential upgrades.
Software firms face challenges to deploy the software and minimize their
proportion of market opportunity costs. As a result, there is evolution in the
process of software testing and development to meet the changing demands of
software industry. Software firms are using improved technique for the early
release of software and are using patches to improve software’s capability
by providing the additional upgrades. A patch refers to the changes of a
computer programs or the data that supports for its improvisation or update.
Thus, patching modify the software in such a way that either the software sys-
tems are updated with new features, or the existing bugs are fixed. Therefore,
in our study, we have formulated the testing cost function by incorporating
warranty and testing effort-based software reliability growth model with the
consideration of software patching. A major difference between the present
research and existing research is presented in Table 1. The key features of the
study are discussed below:

• Introduced warranty in the cost model by using testing effort-based
software reliability model when patching is considered.

• Optimized the parameters of proposed cost model using Genetic algo-
rithm to determine the software release time and patch release time.

• Discussed the optimal release time of software and patch.
• Sensitivity analysis is performed to observe the impact of changes in

fault detection rate on the total testing cost.

The remaining research work is structured as follows: Section 2 presents
a comprehensive literature review on the proposed model. In Section 3, the
formulation of the proposed software reliability model is discussed in detail.
The cost model is outlined in Section 4, followed by a numerical illustration
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Table 1 Comparison between present research work and existing research work

Present
research

Jiang
and

sarkar
(2003)

Jiang,
Sarkar,

and
Jacob
(2012)

Anand
et al.

(2017)

Kansal
et al.

(2016)

Tickoo
et al.

(2016)

Kumar
et al.

(2018)

Release time and testing
stop time as two
separate scenarios

Yes Yes Yes Yes Yes Yes Yes

Impact of market
opportunity cost

Yes Yes Yes Yes Yes Yes Yes

Cost of debugging and
removal of fault by tester

Yes No No Yes Yes Yes Yes

Detection/removal of the
faults till product life
cycle

Yes No No Yes Yes Yes Yes

Impact of warranty Yes No No No Yes No No

Testing effort-based cost
model under warranty

Yes No No No No No No

in Section 5, which also includes an introduction to Genetic algorithms.
Section 6 delves into sensitivity analysis, and the findings are summarized
in Section 7, along with directions for future work.

2 Literature Review

Software Reliability Growth Models (SRGM) has been widely used in
the software industry for many years. It gives a mathematical relationship
between different testing characteristics including optimal time of release,
fault detection rate, fault removal rate and many more. Several researchers
have developed SRGMs to forecast reliability under a variety of condi-
tions. A revolutionary model is presented by Goel and Okumoto (1979).
The authors presented a model that characterised failure detection as a
Non-Homogenous Poisson Process (NHPP) and made the assumption of
proportionality between the remaining number of faults in the software
and the hazard rate. In comparison to the conventional exponential SRGM,
Obha’s (1984) inflection S-shaped model gives more realistic estimation.
Particularly, when data sets are employed that are based on calendar time,
the estimates are more precise. Delayed S-shaped model is developed by
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Yamada, Ohba and Osaki (1983) for the detection of software faults. For
the observed data of the total number of detected software faults, the curve
found is an S-shaped growth curve was obtained. A modification to the Goel
and Okumoto model (1979) was proposed by Hossain and Dahiya (1993).
Authors included numerous quantitative measurements of software perfor-
mance in their work. Pham (2014) proposed V-tub-shaped fault detection
rate model and presented the methodology of normalized criteria distance
approach for the ranking of SRGMs. Based on the phenomenon of imper-
fect debugging, Yamada, Tokuno and Osaki (1992) presented two SRGMs.
Authors assumed that new faults are frequently added in the software while
debugging the existing faults in the testing process. A NHPP based new soft-
ware reliability model is proposed by Pham and Zhang (1997). The authors
obtained better results of new model while comparing with the existing NHPP
based SRGMs.

Huang, Chiu, and Chen (2022) used the NHPP to discuss the practi-
cability of software reliability growth models by taking into account the
phenomenon of change points, imperfect debugging, and various types of
faults during the testing period. Tian, Yeh and Fang (2022) proposed a
software reliability growth model using imperfect debugging with Bayesian
analysis for determining software release to reduce the expenses of software
and to improve practicability. Li and Pham (2021) introduced a generalised
framework for testing coverage software reliability modeling incorporating
imperfect debugging, fault detection processes (FDP), and fault correction
processes (FCP). The chaotic grey wolf optimization algorithm (CGWO)
heuristic is being proposed by Dhavakumar and Gopalan (2021) as a new
technique for quantification of SRGM properties. Zhang et al. (2021) devel-
oped a generalized model for imperfect debugging that includes detection of
fault and its removal. Kumar et al. (2016) proposed a model using a well-
known Cobb–Douglas production function considering the fault removal
process into two phases. Lee, Chang, and Pham (2020) presented a new
SRGM including software failures that are interdependent. Few researchers
have also used Multi-criteria decision making (MCDM) in SRGMs for the
ranking of models (Bibyan and Anand 2022; Kumar, Saxena and Garg 2021;
Kumar et al. 2018; Saxena, Kumar and Ram 2022; Saxena, Kumar and Ram
2021).

Further researchers have developed cost models to reduce the total cost
of software by introducing patching phenomenon in the software. A model
developed by Jiang and Sarkar (2003) asserts that testing continues to
play a crucial role after software has been released, producing outcomes
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maintaining the reliability. A software scheduling policy was proposed by
Jiang, Sarkar, and Jacob (2012) demonstrating the benefits of releasing the
software earlier and continuing testing after it has been released. Anand et al.
(2017) established a software scheduling policy for a software product and
demonstrated the usefulness of patching in reducing system outages and
increasing system efficiency. Kansal et al. (2016) presented a cost model
under the warranty to determine the release and patch time of software. Kaur
et al. (2021) studied the impact of an infected patch for software reliability
modeling. Kumar et al. (2018) proposed a structure model that considers
reliability as an important economic feature of post-release software testing
and patching. Tickoo et al. (2018) developed a discrete-time model to select
the optimal test runs for software and patch releases while keeping cost and
reliability in consideration. Aggarwal, Kaur and Anand (2022) presented a
multistep mathematical approach to compute the number of vulnerabilities
patched, disclosed, and discovered during the vulnerability discovery process.
Narang et al. (2018) presented a bi-criterion framework that combines risk
and cost for minimization under budgetary restrictions and risk to identify
the patching time and optimal vulnerability discovery. Anand, Kaur and
Inoue (2020) presented a mathematical model to investigate the impact of
an infected patch on a multi-version software reliability. Tickoo et al. (2016)
developed a testing effort-based cost model for determining the optimal soft-
ware release and patch time to minimize the total cost considering different
distribution function before and after patch release.

Testing-effort is consumed during the software testing phase to discover
the faults successfully in the software and its modeling using various distri-
butions. Kumar et al. (2018) incorporated imperfect debugging to develop
effort-based software reliability growth model for the release of software.
Authors have used Cobb-Douglas production function for defining the testing
time behaviour. Peng et al. (2014) examined the fault detection process (FDP)
and fault correction process (FCP) with the help of imperfect debugging and
testing effort function. Lin and Huang (2008) proposed SRGM by incorporat-
ing numerous change-points into Weibull-type testing-effort functions. Kapur
et al. (2019) studied the effect of testing effort on the software reliability
modeling and cost function for the optimization problem. Kumar, Sahni and
Shrivastava (2016) incorporated imperfect debugging for developing multi
up-gradation model. Kumar et al. (2017) presented a model based on optimal
control to allocate effort between detection and correction processes in the
software testing phase. Kapur et al. (2008) proposed a Non-Homogeneous
Poisson Process (NHPP) based SRGM describing various software failure/
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reliability curves using time dependent fault detection rate (FDR) and testing
efforts. Li, Xie and Ng (2010) used a variety of methodologies to study the
sensitivity of software release timing, including global sensitivity analysis,
design of experiments, and a one-factor-at-a-time approach. Saxena et al.
(2021) have proposed SRGM under fuzzy paradigm based on testing effort
using Generalised Modified Weibull distribution. Table 2 summarises the
major contributions of researchers in several directions.

3 Model Formulation

This section outlines the model formulation, detailing the notation utilized in
the modeling process as described in Section 3.1. Additionally, the assump-
tions underlying the model are elaborated upon in Section 3.2, providing
the necessary context for the subsequent discussion. Finally, Section 3.3
delineates the software reliability growth model, focusing on testing effort
as a key factor.

3.1 Notations

a → Initial fault content in the software.
b → Fault detection rate by testing team
ri → Ratio of fault detection rate under customer’s usage with respect to

tester’s testing in the post release phases, i = 1,2,3.
Fi(t) → v Fault distribution function for ith phase, i = 1,2,3.

τ → software release time.
τ1 → first patch release time.
w → warranty length

v, k → Weibull distribution parameter
Tlc → Lifecycle of software
c1 → Testing cost per unit testing effort
c2 → Market opportunity cost
c3 → The cost associated with testing team for detection/removal of faults

before releasing software.
c4 → The cost associated with user for removal of faults after releasing

software and before releasing patch.
c5 → The cost associated with user for removal of faults after releasing

patch in the warranty period.
c6 → The cost associated with user for removal of faults after warranty

period.
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Table 2 Major contribution of researchers
Authors Research Contribution
Jiang and Sarkar (2003) Developed a model that claims software testing plays an

important role after software has been released to maintain
the reliability.

Jiang, Sarkar and Jacob
(2012), Anand et al. (2017)

Established a software scheduling policy.

Kansal et al. (2016) Introduced warranty in cost model using patching.
Tickoo et al. (2016) Developed a testing effort-based cost model.
Kumar et al. (2018) Considered reliability as an important economic feature of

post-release software testing and patching.
Goel and Okumoto (1979) Proposed a model that characterized fault detection rate.
Obha (1984) Inflection S-shaped model.
Yamada, Ohba and Osaki
(1983)

Delayed S-shaped model.

Hossain and Dahiya (1993) Proposed modified G-O model.
Pham (2014) Presented V-tub-shaped fault detection rate model
Yamada, Tokuno and Osaki
(1992); Pham and Zhang
(1997)

Developed NHPP based SRGMs.

Huang, Chiu and Chen
(2022)

Proposed SRGM by using change points and imperfect
debugging.

Tian, Yeh and Fang (2022) Bayesian analysis is used with imperfect debugging to
develop SRGM.

Li and Pham (2021) Incorporated imperfect debugging, FDP and FCP for
software reliability modeling.

Dhavakumar and Gopalan
(2021)

Developed a new technique CGWO to quantify SRGM
properties.

Zhang et al. (2021) Presented a model using the phenomenon of imperfect
debugging.

Kumar et al. (2016) Used Cobb–Douglas production function for modeling.
Lee, Chang and Pham
(2020)

Assumed software failures are interdependent to propose
SRGM.

Bibyan and Anand (2022) Introduced WDBA to rank multi-release SRGM using
MDM and DBA.

Kumar et al. (2021); Kumar
et al. (2018); Saxena et al.
(2021); Saxena et al. (2022)

Integrated different multi-criteria decision-making
techniques to rank SRGM.

Kaur et al. (2021) Studied the impact of an infected patch for software
reliability modeling.

Tickoo et al. (2018) Developed a discrete-time model to select the optimal test
runs for software and patch releases.

(Continued)



A Review Based on Various Applications to Find a Consistent 85

Table 2 Continued

Authors Research Contribution

Aggarwal et al. (2022) Multistep mathematical approach is presented to compute
the number of vulnerabilities patched, disclosed, and
discovered during the vulnerability discovery process.

Narang et al. (2018) Bi-criterion framework is discussed to identify the patching
time and optimal vulnerability discovery.

Anand, Kaur and Inoue
(2020)

A mathematical model is presented to investigate the impact
of an infected patch on a multi-version software reliability.

Kumar et al. (2018) Effort-based SRGM is developed by incorporating
imperfect debugging.

Peng et al. (2014) Examined FDP and FCP with the help of imperfect
debugging and testing effort function

Lin and Huang (2008) Proposed SRGM by incorporating change-points into
Weibull-type testing-effort functions.

Kapur et al. (2019) Studied the effect of testing effort on the software reliability
modeling and cost function for the optimization problem.

Kumar et al. (2016) Incorporated imperfect debugging for developing multi
up-gradation model.

Kumar et al. (2017) Presented a model based on optimal control to allocate
effort between detection and correction processes.

Kapur et al. (2008) Proposed a NHPP based SRGM describing various
software failure/reliability curves using time dependent
fault detection rate (FDR) and testing efforts.

Li, Xie and Ng (2010) Analysed the sensitivity of software release timing,
including global sensitivity analysis, design of experiments,
and a one-factor-at-a-time approach.

Saxena et al. (2021) Presented testing effort based SRGM.

3.2 Assumptions

The following fundamental assumptions underpin the proposed model:

• In the software lifecycle, fault removal phenomenon follows NHPP. The
average number of faults remaining in the software is directly related to
the expected number of faults detected during the time span (t, t+∆t).

• After the detection of faults, they are immediately removed.
• The presence of faults may lead to the failure in the software system.
• The rate of fault detection/correction follows distribution function with

respect to testing effort intensity.
• Software has a finite lifecycle.
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• The cost of patch is negligible. The market opportunity cost is a twice
continuously differentiable convex function of τ that is expected to be
monotonically increasing (Jiang and Sarkar, 2003).

3.3 SRGM Based on Testing Effort

In this study, our SRGM incorporates the dynamic nature of testing resource
utilization over time. We utilize the Weibull function to capture the nuances of
testing effort. Fundamentally, we operate under the assumption that “testing
effort varies in proportion to the available testing resources.”

dW (t)

dt
= v(t)[W̄ −W (t)] (1)

Where v(t) represents the rate at which testing resources are depleted
over time, relative to the remaining resources.

If v(t) = v.k.tk−1

The Weibull function will obtain by solving Equation (1) (Tickoo et al.
2016) as:

W (t) = W̄ (1− e−vtk) (2)

dm(W (t))

dt

/
dW (t)

dt
= b(W (t))(a−m(W (t)))

Where b(W (t)) = f(W (t))
1−F (W (t)) is the fault detection rate.

We used the initial conditions of m(t = 0) = 0 and W (t = 0) = 0 to
solve the above equation, we get

m(W (t)) = aF (W (t)) (3)

Where F (W (t)) defines the Probability distribution function (p.d.f.)
depending on testing effort. The p.d.f. F (W (t)) satisfies the following
properties:

1. At t = 0,W (t) = 0 and F (W (t)) = 0.
2. F (W (t)) > 0 and W (t) > 0 for t > 0.
3. F (W (t)) monotonically increases function of W (t) when t increases.

The explanation for continuity of F (W (t)) can be given in the same
way.

4. When software testing stays for longer time i.e t → ∞,W (t) → W̄ , the
value for distribution function F (W (t)) is F (W̄ ). The upper bound on



A Review Based on Various Applications to Find a Consistent 87

the quantity of testing resources available is represented by W̄ , which is
a very large positive number.

4 Cost Model Based on Testing Effort

In this study, we’ve segmented the lifespan of software into four distinct
phases. The first phase is pre-release testing phase [0, τ ] where software
is being tested. Second phase is pre-patching release phase under warranty
[τ, τ1]. In this phase, software is released at time τ with warranty. The
third phase is termed the post-patch release phase, occurring under warranty
[τ1, τ + w], where a patch is released at time τ1. Lastly, the fourth phase is
the operational phase after the warranty period [τ +w, Tlc], during which the
software functions until the obsolescence period begins. Figure 1 illustrates
the software lifecycle. It’s essential to note that the fault detection process
follows NHPP in every phase, as assumed throughout the software’s lifespan.
This section delves into the total cost for finding and fixing ’a’ number of
faults detected during the software’s lifespan. The total cost encompasses the
cost of testing, the cost of market opportunity, and the cost of fault removal
in each phase, as discussed below.

Testing cost: Testing cost refers to the complete cost of testing the software
till it is released by the testing team. As development of numerous test cases
and their implementation is required, this necessitates the efforts. Let us
suppose c1 is the testing cost per unit testing effort. Hence, the testing cost
associated with testing effort is denoted by Ct and is represented as follows:

Ct = c1W (τ) (4)

Market Opportunity Cost: The cost incurred due to the delayed entry of
software into the market is known as market opportunity cost. This cost

 
Figure 1 Lifecycle of software.
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escalates with the delay in software release. We adopted the quadratic form
of market opportunity cost as proposed by Jiang, Sarkar, and Jacob (2012).
The market opportunity cost is denoted by Cm and is expressed as follows:

Cm = c2τ
2 (5)

Phase 1 (Pre-release testing phase)[0, τ ]: In this phase, the testing team
identifies and reports faults to the development team. The total number of
faults detected during this period is determined by aggregating the reported
faults from the testing team and is given as follows:

m(W (τ)) = aF1(W1(τ)) (6)

The cost of detecting faults during this phase is calculated as follows:

Cphase1 = c3m(W (τ)) (7)

Where F1(W1(τ)) is the rate at which software faults are detected in the
interval [0, τ ].

Phase 2 (Pre patching release phase under warranty) [τ , τ1]:
During this phase, referred to as the pre-patch-release phase, the development
team addresses the unfixed bugs reported by users by developing patches. The
patch is released at the end of this phase to fix the bugs. At time τ1 patch is
released and (τ1 − τ) is the time where patch is developed. The total number
of faults detected during this interval is calculated as follows:

m(W (τ1 − τ)) = a(1− F1(W1(τ)))F2(W2(τ1 − τ)) (8)

Where a(1 − F1(W1(τ))) is the number of faults remained in the pre-
release testing process and F2(W2(τ1 − τ)) is the fault detection/removal
rate in the interval [τ, τ1]. The cost incurred during this phase is calculated as
follows:

Cphase2 = c4m(W (τ1 − τ)) (9)

Phase3 (Post Patch release phase under warranty) [τ1, τ+w]: During this
interval, users may encounter failures due to bugs that were not addressed
in previous phases. Consequently, these bugs are reported by users to the
development team for further debugging processes. It is assumed that by the
end of the warranty period, a patch will be released to address the remaining
faults. The total number of faults detected or removed during this interval is
calculated accordingly.

m(W (τ + w − τ1)) = a(1− F1(W1(τ)))(1− F 2(W2(τ1 − τ)))

× F3(W3(τ + w − τ1)) (10)



A Review Based on Various Applications to Find a Consistent 89

Where a(1− F1(W1(τ)))(1− F 2(W2(τ1 − τ))) is the number of faults
remained in the first and second phase and F3(W3(τ + w − τ1)) is the fault
removal rate in the interval [τ1, τ + w].

The cost incurred during this phase is calculated as follows:

Cphase3 = c5m(W (τ + w − τ1)) (11)

Phase 4 (Operational phase after warranty) [τ + w,Tlc]: In the post-
warranty phase, any faults detected during this period are addressed after the
warranty period has expired. The total number of faults identified during this
phase is determined as follows:

m(W (Tlc − (τ + w))) = a(1− F1(W1(τ)))(1− F2(W (τ1 − τ)))

× (1− F3(W (τ + w − τ1)))

× F4(W (Tlc − (τ + w))) (12)

Where a(1−F1(W1(τ)))(1−F2(W (τ1− τ)))(1−F3(W (τ +w− τ1)))
is the number of faults remained in the first, second phase and third phase.
F4(W (Tlc − (τ + w))) is the fault removal rate in the interval [τ + w, Tlc].

The cost incurred during this phase is calculated as follows:

Cphase4 = c6m(W (Tlc − (τ + w))) (13)

It should be noted that no patches are released to users over the last inter-
val [τ +w, Tlc], as once the support cycle i.e., Tlc is completed, management
will release a new version of the software. The total cost incurred is obtained
by the combination of cost associated in every phase and is given below:

Total cos t = c1W (τ) + c2τ
2 + c3m(W (τ)) + c4m(W (τ1 − τ))

+ c5m(W (τ + w − τ1)) + c6m(W (Tlc − (τ + w)))

(14)

5 Numerical Illustration

To demonstrate the applicability of model, we have considered fault removal
rate is represented by an exponential distribution. We have considered distinct
fault detection rates for users and testers. The fault detection rate for testers is
denoted as b, while for users, it is represented as bri. The mean value function
of the SRGM is expressed as follows:

Fi(Wi(t)) = 1− e−biWi(t) (15)
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Table 3 Data set (Obha (1984))

Test Time Cumulative Execution Cumulative

(Weeks) Time (CPU Hours) Faults

1 2.45 15

2 4.90 44

3 6.86 66

4 7.84 103

5 9.52 105

6 12.89 110

7 17.10 146

8 20.47 175

9 21.43 179

10 23.35 206

11 26.23 233

12 27.67 255

13 30.93 276

14 34.77 298

15 38.61 304

16 40.91 311

17 42.67 320

18 44.66 325

19 47.65 328

The Weibull distribution is utilized to define the effort function W(t) as
follows:

W (t) = W̄ (1− e−vtk) (16)

Further, we have estimated the model parameters of the effort function
and mean value function using the dataset described in Table 3. The data
set has 328 fault content that took 19 weeks and 47 hours of CPU time
to fix. The fault detection rate is assumed to be equal in each phase i.e.,
bi =b and testing effort function is also assumed to have equal rate in each
phase i.e., Wi(t)=W(t). We have used SPSS 20.0 to estimate of parameters.
The obtained results are: total testing effort consumed (W̄ ) = 715.7, shape
parameter (k) = 1.144967, scale parameter (v) = 0.003546, fault detection
rate (b) = 0.013328, total number of faults (a) = 571, software lifecycle
Tlc = 100. This indicates that initially software has 571 number of faults and
the fault detection rate to detect or remove the fault by a tester is 0.013328.
Next, we’ll delve into the cumulative number of faults detected or removed
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in every phase, considering our assumptions, along with the associated costs
in each phase.

The detected/removed faults in the phase [0, τ ] is given by

m(W (τ)) = a(1− e−bW (τ)) (17)

Using Equation (7) for the cost associated in the phase [0, τ ] to
detect/remove the faults is

c3m(τ) = c3a(1− e−bW (τ)) (18)

During the interval [τ, τ1], the cumulative number of faults detected is
given by

m(W (τ1 − τ)) = ae−bW (τ)(1− e−br1W (τ1−τ)) (19)

Using Equation (9) for the cost associated in the phase [τ, τ1] to detect the
faults is described below:

c4m(W (τ1 − τ)) = c4ae
−bW (τ)(1− e−br1W (τ1−τ))

The detected/removed faults in the phase [τ1, τ + w] is

m(W (τ + w − τ1)) = ae−b(W (τ))e−br1W (τ1−τ)(1− e−br2(W (τ+w−τ1)))
(20)

The cost associated in the phase [τ1, τ + w] can be calculated by using
Equation (11) and is described below:

c5m(W (τ + w − τ1)) = c5ae
−b(W (τ))e−br1W (τ1−τ)(1− e−br2(W (τ+w−τ1)))

(21)

The detected/removed faults in the phase [τ + w, Tlc] is

m(W (Tlc − (τ + w))) = ae−bW (τ)e−br1W (τ1−τ)e−br2W (τ+w−τ1)

× (1− e−br3(W (Tlc−(τ+w)))) (22)

The cost associated in the phase [τ + w, Tlc] can be calculated by using
Equation (13) and is given by:

c6m(W (Tlc − (τ + w))) = c6ae
−bW (τ)e−br1W (τ1−τ)e−br2W (τ+w−τ1)

× (1− e−br3(W (Tlc−(τ+w)))) (23)
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The total cost is calculated by summing all the costs associated with each
phase, including testing costs and market opportunity costs. Thus, the total
cost is

TotalCost = c1W (τ) + c2τ
2 + c3a(1− e−bW (τ))

+ c4ae
−bW (τ)(1− e−br1W (τ1−τ))

+ c5ae
−b(W (τ))e−br1W (τ1−τ)(1− e−br2(W (τ+w−τ1)))

+ c6ae
−bW (τ)e−br1W (τ1−τ)e−br2W (τ+w−τ1)

× (1− e−br3(W (Tlc−(τ+w)))) (24)

5.1 Genetic Algorithm

In this section, Genetic Algorithm (GA) is used to optimize software release
time and patch release times, minimizing overall costs given in Equation (24).
GA is an efficient heuristic search and optimization technique. It gives the
best result as compared to other metaheuristics problem-solving technique
while considering large-scale problems. It is employed when traditional
optimization approaches have difficulty in determining the optimal solution
to a given problem. This algorithm is based on random searches Goldberg
(1989). Kapur et al. (2009) optimized the cost function software testing by
using genetic algorithm. Hsu and Huang (2014) proposed three weighted
combinations i.e., weighted geometric, weighted harmonic combinations, and
weighted arithmetic and investigated the application of weighted assignments
to GA with several effective operators. Kim, Lee and Baik (2015) proposed an
efficient technique for estimation of the parameters of SRGM by employing
real-valued genetic algorithm. For the allocation of effort between detection
and correction in the testing phase, Kumar et al. (2017) introduced an optimal
control model and utilized GA to optimize detection and correction efforts.
In their study (Kumar et al., 2019), they developed a decision model for
defining warranty and pricing policies for a new product, employing GA to
determine optimal values throughout the product’s lifecycle. The GA process
involves generation, evaluation, and creation of an initial population of chro-
mosomes selected randomly. After that, the fitness of the newly generated
chromosomes is assessed. The following sub-processes are used to produce
new chromosomes in the main process:

(1) Selection: Two parent chromosomes are selected.
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Table 4 Parameters of GA
Parameters Values
Population size 50
Selection tournament size 2
Reproduction crossover fraction 0.8
Crossover ratio 1
Migration fraction 0.2
Migration interval 20
Stopping criteria generations 25
Stopping stall generations 100

(2) Crossover: Offspring are produced by crossing the parent chromosomes
and have a crossover probability.

(3) Mutation: The offspring have distinct loci of mutation, and there is also
a certain probability of mutation.

(4) Accepting: The population is expanded by including the new offspring.
(5) Replace: The next iteration is uses the next addition (if necessary)
(6) Test: As soon as the satisfactory result is given in the end condition, the

process gets stopped and the optimal value is returned as an output.
(7) Loop: To find more solutions, the process is restarted.

The fitness function for cost minimization is outlined below, and Table 4
provides the parameters used in the Genetic algorithm.

Fitnessfunction = c1W (τ) + c2τ
2 + c3a(1− e−bW (τ))

+ c4ae
−bW (τ)(1− e−br1W (τ1−τ))

+ c5ae
−b(W (τ))e−br1W (τ1−τ)(1− e−br2(W (τ+w−τ1)))

+ c6ae
−bW (τ)e−br1W (τ1−τ)e−br2W (τ+w−τ1)

× (1− e−br3(W (Tlc−(τ+w)))) (25)

Initially, we need to define the values of cost parameter before the opti-
mization of above equation. We have used Genetic algorithm in MATLAB
to get the optimal values. Let us assume the fault detection ratio r1 = 0.2,
r2 = 0.3, r3 = 0.4 for the intervals [τ, τ1], [τ1, τ + w] and [τ + w, Tlc]
respectively. Also we have assumed, the testing cost per unit time c1 = 2,
market opportunity cost c2 = 1, the cost associated with testing team
for detection/removal of faults before releasing software c3 = 3, the cost
associated with user for removal of faults after releasing software and before
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Table 5 Phase wise description of removed faults
Phase Mean Value Function Number of Faults Removed
Pre release phase [0, τ ] m(W (τ)) 405
Before patching post release
phase [τ , τ1]

m(W (τ1 − τ)) 126.907 (127 approx.)

Post patch release phase under
warranty [τ1, τ +w]

m(W (τ + w − τ1) 24

Post warranty phase
[τ +w,Tlc]

m(W (Tlc − (τ + w))) 13

Table 6 Impact on cost and release time with the variation in r1
Software Release Patch Release

r1 r2 r3 Time (τ ) Time (τ1) Cost
0.21 0.3 0.4 20.489 24.004 3094.387
0.22 0.3 0.4 20.594 24.031 3093.567
0.23 0.3 0.4 20.689 24.303 3093.117
0.24 0.3 0.4 20.859 24.444 3092.276
0.25 0.3 0.4 20.983 24.5 3091.659
0.26 0.3 0.4 21.356 24.55 3090.747
0.27 0.3 0.4 21.507 24.553 3090.469
0.28 0.3 0.4 21.52 24.57 3090.279
0.29 0.3 0.4 21.55 24.58 3090.093

releasing patch c4 = 6, the cost associated with user for removal of faults
after releasing patch in the warranty period c5 = 6, and the cost associated
with user for removal of faults after warranty period c6 = 11. Let us consider
the software company has given the warranty i.e. w = 26 (number of weeks).
We have used the assumed values of cost parameters in Equation (24) and
optimized by Genetic algorithm in MATLAB to find the optimal values of
software release time and patch release time. The optimal result obtained for
software release time (τ) = 20.873 weeks, software release time (τ1) =
23.126 weeks and the total cost of software = 3091.564. We have used
the values mentioned above to summarise the phase-wise faults in Table 5
discovered by the tester and user. Out of 571 number of faults, 405 number
of faults were removed by testing team before the release of software i.e. pre-
release phase [0, τ ]. Among, the remaining number of (571 − 405 = 166)
faults, 127 number of faults are removed in the before patching post release
phase [τ, τ1]. Among, the remaining number of faults (166 − 127 = 39) of
faults, 24 faults are removed in the post patch release phase under warranty
[τ1, τ +w] and 13 faults are removed in the post warranty phase [τ +w, Tlc].
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Table 7 Impact on cost and release time with the variation in r2
Software Release Patch Release

r1 r2 r3 Time (τ ) Time (τ1) Cost
0.2 0.31 0.4 20.05 23.028 3094.247
0.2 0.32 0.4 20.387 23.094 3089.698
0.2 0.33 0.4 20.746 24 3087.111
0.2 0.34 0.4 20.812 24.1 3085.006
0.2 0.35 0.4 21.13 24.212 3082.334
0.2 0.36 0.4 21.29 24.544 3080.771
0.2 0.37 0.4 21.401 24.753 3079.237
0.2 0.38 0.4 21.73 24.9 3077.929
0.2 0.39 0.4 22 25 3077.029

Table 8 Impact on cost and release time with the variation in r3
Software Release Patch Release

r1 r2 r3 Time (τ ) Time (τ1) Cost
0.2 0.3 0.41 21.764 24.009 3104.445
0.2 0.3 0.42 21.94 24.1 3117.376
0.2 0.3 0.43 22.081 24.1 3129.748
0.2 0.3 0.44 22.212 24.2 3141.855
0.2 0.3 0.45 22.346 24.231 3153.464
0.2 0.3 0.46 22.469 24.49 3165.08
0.2 0.3 0.47 22.58 24.51 3175.946
0.2 0.3 0.48 22.704 24.62 3186.629
0.2 0.3 0.49 22.815 24.71 3196.952

6 Sensitivity Analysis

Sensitivity analysis is a measurement of determining how the objective func-
tion varies as the variable’s values change. The findings examine the impact
of deviation in the values of variables on the software system that are varied
under consideration and analyses the variable with the maximum impact on
the system. The impact of change in parameters is evaluated and observed
on testing cost, software release time and patch release time. We have used
total number of faults (a) = 571 and fault detection rate (b) = 0.013328
in every case as estimated by SPSS 20.0 based on the above-mentioned
dataset. We have used the same values of cost parameters for optimization
of parameters and varied the values of r1, r2 and r3 to perform the analysis.
Consequently, Table 6 represents impact on cost and release time by varying
the values of r1 in increasing order. It shows that with the increase in the value
of r1 (i.e. user’s rate of fault detection in the interval [τ, τ1]) while keeping
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Figure 3 Impact on Software release time and patch release time of user’s fault detection
rate after the release of patch.

the values of r2 (i.e. user’s rate of fault detection in the interval [τ1, τ + w])
and r3 fixed (i.e. user’s rate of fault detection in the interval [τ + w, Tk]),
there is decrease in total testing cost with the increase in the software release
time and patch release time. Similarly, the impact on cost and release time
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rate in operational phase.
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Figure 5 Impact on software’s total cost of user’s fault detection rate after the release of
Software.

with the variation in r2 is shown in Table 7. In Table 7, we have fixed the
values of r1 and r3 and varied the values of r2 in the increasing order which
gave the expected result as there is decrease in the total testing cost and the
increase in the software release time and patch release time. Whereas there is
slightly different result obtained while varying the values of r3 and keeping
the values of r1 and r2 fixed. Further, the impact on cost and release time with
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Figure 7 Impact on software’s total cost of user’s fault detection rate in operational phase.

the variation in r3 is shown in Table 8. The result in Table 8 shows that there
is increase in the release time as well as in the total cost. This is practically
possible as, r3 is the user’s rate of fault detection in the interval [τ + w, Tlc].
This is the post warranty period and a phase prior to the end of the lifecycle
of a software product. In this phase after which software companies do not
provide any assistance to remove any bug or fault. As it is considered a better
option to release an updated version of software in place of removing the
faults or bugs in the phase where a software is about to complete its life cycle.
Since, a software is in its last phase of lifecycle may have more number of
bugs or faults which will need a testing to remove them and hence testing cost
will increase. The impact of change in the value of r1, r2 and r3 on release
times are shown in the Figures 2–4. While the impact of variation of r1, r2
and r3 on the testing cost is shown in Figures 5–7.
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7 Conclusion

Some of the most essential areas of policymaking in the software industries
are decisions about the release and testing of software product. Generally,
software industries release their product after investing a large amount of
time in testing the software to attain the reliability of software so that there is
reduction in the risk of software failure. However, a delay in software release
leads in a loss of market opportunity cost. Now days, software firms release
their product early to achieve a large market share and removes the faults
by releasing patches. In this research, we address critical decision-making
areas in the software industry concerning software release and testing. Tradi-
tionally, software firms invest significant time in testing to ensure reliability,
aiming to mitigate the risk of software failure. However, delaying software
release entails a loss in market opportunity. Today, many firms opt for
early release strategies to capture a larger market share and address faults
through subsequent patches. Our study develops a testing effort-based cost
model within a warranty framework, considering four key phases of the
software lifecycle: pre-release testing [0, τ ], pre-patch release [τ, τ1], post-
patch release under warranty [τ1, τ +w], and operational phases [τ +w, Tlc].
We utilize exponential distribution for modeling and employ Genetic Algo-
rithm optimization to determine optimal software release and patch times,
resulting in values of 20.278 weeks and 23.064 weeks, respectively. Across
the phases, our model identifies and removes varying numbers of faults: 405
faults in pre-release testing, 127 faults in pre-patch release, 24 faults in post-
patch release, and 13 faults in the post-warranty phase. While our research
focuses on single patching, our model can be extended to accommodate
multiple patches in the future. Additionally, future improvements may involve
integrating budget and reliability considerations into the optimization pro-
cess, as well as incorporating fuzzy logic and error generation for enhanced
realism and accuracy.
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