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Abstract

Multi-criteria decision-making (MCDM) is a crucial process that provides a
systematic approach to resolving numerous challenging problems encoun-
tered in everyday life. An effective method for addressing such MCDM
challenges is the Analytic Hierarchy Process (AHP). Within AHP, the reso-
lution of these problems relies on the Pairwise Comparison Matrix (PCM), a
pivotal component of the decision-making framework. A fundamental aspect
of AHP lies in ensuring the consistency of the comparison matrix to validate
the logical perspective of the respondents. An inconsistent matrix undermines
its utility as a reference for decision-making, underscoring the significance
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of achieving consistency in the PCM as a pivotal stage in the decision-
making process. In this discourse, we delve into various methodologies
aimed at deriving a refined and consistent PCM capable of replacing the
original inconsistent version. To facilitate comprehension, we categorize the
references based on proposed approaches and specific focal points.

Keywords: Pairwise comparison matrix, analytic hierarchy process, consis-
tency ratio, consistency index, repairing of pairwise comparison matrix.

1 Introduction

In multi-criteria decision-making scenarios, decision makers (DMs) develop
a comparison matrix to present a range of alternative choices. Saaty’s Ana-
lytic Hierarchy Process (AHP) stands out as an apt approach for multi-criteria
decision-making, as it offers statistical support for evaluating the optimal
choice using both quantitative and qualitative criteria. Zanakis et al. [1]
conducted an extensive study across various industries, including service,
social/manpower, education, government, and natural resource/energy sec-
tors, examining over 100 implementations of the AHP model. However,
despite its widespread use, some scholars continue to question its appli-
cability and comprehensiveness. The consistency of the comparison matrix
is of paramount importance, as it reflects the logical perspective of the
respondents.

So decision-makers’ preferences are organized in the form of a positive
and reciprocal PCM, this can be calculated by implementing the regu-
lar eigenvector approach for determining weights in the AHP [2]. The
consistency index (CI) of the PCM can be defined as

CI =
λmax − n

n− 1
(1)

Here, λmax is defined as the largest eigenvalue of a reciprocal PCM of
order n× n.

Saaty says that if a DM is ideally consistent, then λmax= n and CI will be
equal to zero, and the DM is not perfectly consistent, or we say inconsistent
if λmax > n. Saaty developed a Consistency Ratio (CR) for assessing this
consistency [2, 3], It is described as

CR =
CI

RI
(2)
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Here, RI, defined as a random index, is the estimated mean of CI’s value,
which is based on 500 positive and reciprocal PCM, whose entries are created
at random on a range from 1 to 9.

Saaty proposed that the CR’s value of less than 0.10 denotes that the
decision-makers’ decisions are adequately consistent.

Problems arise when CR > 0.10, since the PCM’s consistency is one
of the main considerations. The general rule is that the PWM should be
revised when the CR > 0.10, to make the decisions consistent. Since a com-
parison matrix represents the DM’s viewpoint in MCDM to choose various
decision alternatives, For making a judgement, an inconsistent matrix is not
useful, and consistency is a significant concern for comparison matrices. The
level of matrix consistency reflects the rational respondent perspective. It is
impossible to make decisions using an inconsistent comparison matrix.

On the other hand, subsequent modifications entail detecting inconsis-
tencies and reevaluating the comparisons. The entire procedure is time-
consuming and tiresome, as before it was satisfactory; it might need to be
done multiple times. Additionally, while making important choices, resolving
contradictions is not only too costly for busy DMs but also impossible when
the subject cannot be postponed [4]. The structural diagram of the process of
repairing PCM is illustrated in the above figure (Figure 1).

It is impossible to make judgements using an inconsistent comparison
matrix. The contradictory PCM must thus be adjusted by the decision makers
(DMs). Therefore, there is a need to repair the PCM so that we can get a
consistent PCM. A lot of study has been done on comparison matrices’ con-
sistency. Numerous techniques for fixing inconsistent comparison matrices
have been put forth [5, 6]. Some researchers utilized a metaheuristic approach
to address the inconsistent matrix problem in a single objective problem. Lin
et al. [7] solved the inconsistency in the comparison matrix using a genetic
algorithm. Yang et al. [8] extended this research by integrating PSO (Particle
Swarm Optimisation) and the Taguchi method to address the inconsistency of
the comparison matrix. Girsang et al. [9, 10] solved the inconsistent matrix
using Ant Colony Optimization. Girsang et al. [11] used a multi-objective
strategy based on PSO. It was an interesting study in this sector to use
NSGA-2 as one of the genetic algorithm-based techniques. The manuscript
aims to offer an overview of the repair of PCM and its implications.

The structure of this document is as follows: The concepts of the AHP
and PCM are introduced in the subsequent section. Section three discusses
the CR and CI. Section four analyses the repair of the pairwise comparison
matrix. Section five draws some conclusions.



48 S. Kaushik et al.

Figure 1 Structural diagram of the repair of PCM.

2 Analytic Hierarchy Process and Pair-Wise Comparison
Matrix

The main goal of the MCDM technique [12] is to choose the weights for each
criterion. The decision-making process in AHP begins, as its name implies,
with the breakdown of the MCDM problem [13, 14], into a hierarchy mode.
This framework takes into account all relevant qualities, both quantitative
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and qualitative, and then gives each factor a weight [15–18]. The weights are
then determined using mathematical calculations, which are mostly based
on linear algebra. Two alternative pairwise comparisons based on the stated
criterion can be used to create these weights. The decision-maker evaluates
each preference following the specific criterion as extreme, very strong,
strong, moderate, and indifferent [19–21].

Moreover, one of the most widely used methods for multiple-criteria
decision-making is the Analytic Hierarchy Process (AHP) [22–25]. Thomas
Saaty founded AHP in 1970 to address issues with decision-making in sce-
narios with several criteria and complexity [26–30]. This method considers
multiple criteria and multiple stakeholder groups when solving complex
scenario problems and captures both subjective and objective evaluation
measures that are scalable and easy to use. Many excellent studies based on
AHP have been published, including numerical extensions of AHP and uses
of AHP in numerous areas, including planning, choosing the ideal option,
resource allocations, settling disputes, optimization, etc. [16–21]. For the past
forty years, it has been recognized as a widely used and recognized strategy
for solving tough decision-making difficulties across a wide range of sectors
[31–35]. When applied to a set of interrelated and frequently conflicting
decision criteria, AHP helps determine their relative importance and helps
choose which criteria should come first. The AHP success stories have
been collected by numerous publications [36–40]. It reduces complexity by
comparing several aspects of the hierarchy’s components. AHP captures both
subjective and objective viewpoints on connected topics. It helps decision-
makers choose the optimal course of action based on several criteria, along
with other sub-criteria [41–47].

By creating a pairwise comparison among n criteria using comparative
judgment, a n×n matrix is created. The matrix’s entries are all positive, and
aij =

1
aji

has the values i, j = 1, 2, 3, . . . n. To establish a relationship between
the set of options and a rational number’s subset, Saaty created a scale. These
numbers are {1/9, 1/8, 1/7, 1/6, 1/5, 1/4, 1/3, 1/2, 1, 2, 3, 4, 5, 6, 7, 8, 9},
and they indicate how important one option is compared to another. Here,
Table 1 defines the relationship between the verbal explanation and the related
rational numbers that we have used to make a PCM.

Assume we need to compare n alternatives in pairs. If i, j = 1, 2, 3, . . .n,
then aij depict the preferences of ith alternative over jth alternativfe. It is
determined which alternative, using these pairwise comparisons, is more
significant in terms of each criterion than the others. With the help of this
relative preference, we formed a n× n positive reciprocal matrix A = [aij],
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Table 1 Saaty’s Fundamental 9-point scale [48]
S. No Verbal Description Saaty’s Scale
1. When there is no difference between the ith and jth alternative 1
2. – 2
3. When ith alternative is moderately preferred over jth alternative 3
4. – 4
5. When ith alternative is strongly preferred over jth alternative 5
6. – 6
7. When ith alternative is very strongly preferred over jth alternative 7
8. – 8
9. When ith alternative is extremely preferred over jth alternative 9

where aii = 1, ∀i = 1, 2, 3, . . .n and aij =
1
aji

, i, j = 1, 2, 3, . . .n. An n× n

PCM can be written as:

A =


a11 a12 . . . a1n
a21 a12 . . . a2n

...
...

. . .
...

an1 an2 . . . ann

 (3)

According to Saaty [15], the above matrix’s elements can be approxi-
mately represented as aij ≈ wi

wj
if w = {wi,∀i = 1, 2, 3, . . .n: wiϵR} be the

weight vector, then A = [aij] can be expressed in the form of a weight ratio
A = [wi

wj
]:

A =



1
w1

w2
. . .

w1

wn

w2

w1
1 . . .

w2

wn

...
...

. . .
...

wn

w1

wn

w2
. . . 1


(4)

Assume that A is a reciprocal matrix with n positive elements. If the
eigenvalue of A is λmax such that λmax is an eigenvalue of A and any
other eigenvalue in absolute value is strictly smaller than λmax. Such that
ρ(A) = λmax, then λmax is called the Principal Eigenvalue. The value of
λmax will always be greater than n, i.e., λmax > n. If λmax equals n, the
consistency property is always satisfied by the matrix A, commonly referred
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to as the transitive relation aij · ajk = aik here, i = j = k = 1, 2, 3, . . .n.
The following requirements are satisfied by A if it is a consistent reciprocal
matrix.

(i). According to Saaty [49, 50], the decision of a decision maker is perfectly
consistent. if,

λmax = n (5)

The decision of the decision maker is inconsistent, if

λmax > n. (6)

(ii). A positive reciprocal matrix A with rank n is consistent iff its character-
istic polynomial PA(λ) is defined as:

PA(λ) = λn − nλn−1. (7)

(iii). If the characteristic polynomial of the matrix A of order n× n. Then

P(λ) = λn +
n∑

i=1

ciλ
n−i. (8)

Where, c1, c2, . . . , cn are all coefficients.
A PCM of rank n is produced by n(n−1)

2 total pairwise comparisons. The

leftover entries of the PCM are just the reciprocals of these n(n−1)
2 com-

parisons, while the PCM’s diagonal entries are equal to 1. If the preference
expressed by option ith over option jth is indicated by using the expression
aij, where, i, j = 1, 2, 3, . . .n, then

A = [aij], where, aij =


1

aji
if j > i

1 if j = i
(9)

Then this matrix A has a positive reciprocal property that is either con-
sistent or inconsistent. Fechner [51] first presented the pairwise comparison
approach in 1860. Additionally, Thurstone [52] created this technique. The
significance of criteria in AHP has been evaluated using the priority weights
produced from a PCM. Priority vectors are obtained by the AHP using the
principal EM (Eigenvalue Method) [53, 54]. Other prioritization strategies,
such as the EVM (Eigenvector Method), the RGMM (Row Geometric Mean
Method), the LLS (Logarithmic Least Squares) approach, the AMM (Arith-
metic Mean Method), and singular value decomposition, have been developed
[55–61].
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3 Consistency Index and Consistency Ratio

To calculate the consistency of an n× n PCM [35] we have to first calculate
the CI (consistency index), which is obtained as

CI =
λmax − n

n− 1
(10)

The consistency ratio (CR), which measures inconsistency in judgments,
is defined as

CR =
CI

RI
(11)

The random index (RI) is the mean of the CI obtained from a sufficiently
number of randomly generated matrices of the exactly same order and is
referred to as the random index by [2] Saaty chooses a cutoff point of
0.10. When CR exceeds this value, the validity of decisions is called into
question. The decision-maker revises these conclusions until the CR is less
than 0.10 [54]. Saaty [53, 62], added that the criteria for matrices of orders
three and four can be regarded as 0.5 and 0.8, respectively.

The general rule is that the PWM should be revised if the CR is
greater than 0.10. Although further revisions include identifying inconsistent
judgments and re-evaluating the comparisons, the method is tedious and time-
consuming because it may need to be repeated numerous times before being
deemed sufficient.

4 Repairing of Pairwise Comparison Matrix

Yang et al. [8] studied that AHP had been extensively utilized to express
decision-makers (DMs) preferences and priorities based on a variety of
criteria during the contractor selection stage of the public procurement pro-
cess. The approach looked for a replacement PWM that could satisfy the
consistency requirement while remaining as close as practicable to the basic
PWM. The repair was finished using a PSO (Particle Swarm Optimisation)
algorithm invented by Kennedy and Eberhart, for which the Taguchi method
was used to modify the control parameters [8].

Girsang et al. [9] proposed the ANT Analytic Hierarchy Process
(ANTAHP) technique, which used an Ant Algorithm to find a consistent
matrix after some changes in inconsistent PCM by taking into account the
shortest distance between the prior matrix and the new modified matrix. Ant
Colony Optimisation (ACO), first introduced by Marco Dorigo, which was
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effective in tackling several optimization issues, served as the model for this
approach. The original matrix, which requires repair, was represented by the
irregularity of the tour. Ants may choose the best tour using edge pheromone
data that was updated after each cycle. The ants were given instructions to
first locate the consistent matrix, and then they competed to identify the index
with the smallest difference, which maintained the original DM’s or expert’s
conclusions. The outcome of changing 20 PWMs demonstrated the efficiency
of the ANTAHP method in fixing the inconsistent matrices [9].

Girsang et al. [10] used ACSICR to improve the logic reference by
repairing an inconsistent comparison matrix and locating the smallest con-
sistent ratio possible. This strategy was based on the ACO algorithm, which
had been successfully used for numerous optimization problems. Girsang
et al. [11] used the PSO algorithm to improve both objectives—improving the
CR of the changed matrix and determining how much the original matrix and
the modified matrix differ from one another while modifying a comparison
matrix that wasn’t consistent.

Girsang et al. [63] solved the AHP comparison matrix’s inconsistent issue
by studying the multi-objective NSGA-2 algorithm invented by Kalyanmoy
Deb using a Genetic Algorithm (GA). The two main objectives, CR and
DM (Decision Matrix) were considered to make the PCM consistent. Borkar
et al. [64] considered that in AHP, the PCM could be made more consistently
by using the TLBO (Teaching Learning Based Optimisation) algorithm that
was discussed in this work. This suggested approach seeks to lessen CR. This
study attempted to suggest a straightforward, practical, and efficient way to
get rid of the CR while retaining the judgment values in the PCM.

Aguaron et al. [65] proposed a conceptual structure and strategy for
enhancing the judgments and consistency of an AHP’s PCM when the RGM
(Row Geometric Mean) was applied as the prioritization method and the
GCI (Geometric Consistency Index) was used as the consistency matrix.
Bose, 2020 provided a multi-objective genetic method to remove PCM
discrepancies and ensure high degrees of authenticity about the original
input.

Yang et al. [66] proposed the construction of a rough polynomial for
Random Index based on the number of elements, a way to decide the final
pairwise matrix and final element weights taking into account DM’s levels,
and a novel consistency improvement methodology for inconsistent PM
based on the pace of CR reduction. The implementation of the suggested
and preceding consistency improvement approaches was assessed using two
numerical examples. After that, they applied the suggested techniques to
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determine the weights for the different material qualities when choosing the
materials for hip joint prostheses [66].

Zhang et al. [67] combined an adaptable inconsistent PCM with the
original inconsistent PCM to define the modified consistent PCM. This
method uses a segment tree to continuously reach the maximum infimum
limit of the distance from the original PCM to get the center value of an
adaptable PCM. Additionally, it offered a theory that used two constraints
to determine the lower and upper values of an adaptable PCM. The studies
for distinct elements demonstrated that the suggested method can retain more
of the actual data than earlier works of comparable, consistent value [67].
Rallabandi et al. [68] proposed an approach for improving PCM consistency
in terms of the Cosine Consistency Index (CCI) invented by Kou and Lin.
Floriano et al. [69] first time provided a multi-objective method to decrease
the CR to make PCM consistent while allowing the decision-maker to change
each pairwise comparison separately.

Petwal et al. [70] offered an improved population-based MOWCA (Multi-
Objective Water Cycle Algorithm) first presented by Sadollah et al. [71] for
modifying inconsistent PCM and obtained an ideally consistent PCM. The
suggested MOA (Multi-Objective Algorithm) evaluated consistency using
the CCI and modified the entries in the inconsistent PCM using the Cosine
Maximisation method (CM) as long as the CCI values had reached their
optimal value. The suggested MOA looked for the most ideal, consistent
PCM to keep the decision-makers top pick while also satisfying the most
appropriate CCI level.

Rallabandi et al. [72] provided a technique for identifying and removing
inconsistent components from a PCM of the AHP issue. The inconsistent
elements with large error values were identified using an error function
similar to χ2 by decreasing the error function, the value of the inconsistent
items was corrected. It was demonstrated that using the suggested approach,
all of the inconsistencies can be recognized and changed at the same time,
one at a time, until the desired consistency is achieved. They were presented
in the error matrix from huge to small.

Zeshui et al. [73] proposed a method to transform the given PCM, where
the CR value of the transformed matrix was less than the CR value of the
initial matrix, and provided an algorithm to get a positive reciprocal matrix
whose CR value was less than 0.10, after which the convergence theorem
for the provided algorithm was constructed. Xu et al. [74] proposed an intu-
itive method that did not involve matrix operations to show the consistency
problem from the point of view of three tuples (aik, akj, aij). This study also
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discovered that a PCM had an acceptable CR of less than 0.10 if all three
tuples (aik, akj, aij) were satisfied 0.382 <

aij
aik.akj

< 2.620.
Gao et al. [75] considered a modification approach for the PCM’s consis-

tency according to the evolutionary Ant Algorithm, which took into account
the inconsistency of the PCM caused by its disturbance. Benitez et al. [76]
suggested a method that gave, in a fairly straightforward way, the consistent
matrix that was most similar to a positive reciprocal (inconsistent) matrix.
The fact that this formula does all calculations using sums makes it com-
putationally efficient as well. Ergu et al. [77] offered a simple method for
identifying the inconsistent components required to raise the CR. It combined
the matrix multiplication theorem, the vector dot product, and the notion of a
consistent PCM. The trial test also showed that the recommended method was
accurate and useful in helping decision-makers rewrite procedures to satisfy
the AHP’s consistency standards.

Mazuerk et al. [78] proposed a new straightforward and understandable
iterative SBS (Step-by-Step) algorithm for the drop of inconsistency in a
PCM based on SBS changes to the PCM’s highly inconsistent elements,
where the inconsistency was determined by a modified inconsistency index
of Koczkodaj. Benitez et al. [79] offered an orthogonal projection in a linear
space linearization technique that found the most closely consistent PCM to
the original inconsistent PCM.

Pereira et al. [80] introduced two greedy algorithms that can enhance an
AHP matrix’s consistency by changing the first comparability with discon-
tinuous values. The first one sought to maintain the initial PCM as quickly
as possible, while the next one tried to improve the CR. Benitez et al. [81]
suggested a paradigm that made it possible to balance consistency and
professional judgment. The trade-off between expert reliability and synthetic
consistency was the subject of our particular attention. A decision support
system (DSS) that was appropriate was built with an algorithm that can be
quickly integrated. With the help of an iterative feedback mechanism, our
algorithm achieved a respectable level of consistency while largely adhering
to the recommendations of experts.

Benitez et al. [82] described an approach to consistency through optimiza-
tion. The main benefit of this method was that it depended on just n decision
variables – the compared elements’ number – which meant it required less
processing than other optimization techniques and could be simply imple-
mented in almost any current computing environment. The minimization of
water loss, one of the most significant issues encountered by managers of
water supply, was used as an example of the proposed approach [82]. Sato
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et al. [83] considered the assessment of the consistency ratio using subjective
data, which led to the suggestion of a new inconsistency metric for PCs
in this study. The article, which was based on individual data from two
public surveys, highlighted the relation between the CR and two indicators:
(1) the consistency between the ranking method and the results of the AHP;
and (2) the goodness-of-fit of the weight that the AHP came out in turn of
human perception. The mathematical characteristic of a PCM was then used
to support the proposal of a new inconsistency index that was centered on the
weight’s goodness-of-fit and conformance.

Cao et al. [84] presented a heuristic approach for obtaining a consistent
matrix from the initial inconsistent comparison matrix. The statistical find-
ings showed that the proposed method can lead to a matrix that maintains
more authentic comparison information than Xu and Wei [85] when the
CR value is less than 0.10. However, because the procedure stopped at the
demand when the CR = 0.10, there was no assurance that his outcome would
be better than others [84]. To avoid having to restart the matrix collection
process, which can occasionally become impractical due to a short time, high
operating costs, and DM tiredness, Pereira et al. [86] suggested a nonlinear
programming model that decreased the inconsistency to approximate zero
without being required to regenerate the judgments. The key benefit of the
suggested model was that it reduced and modified the original judgments as
little as possible, kept the Decision Maker’s judgments within a reasonable
domain, and only generated different values, so all solutions adhered to the
parameters of the problem.

Bozoki et al. [87] considered inconsistency indices from a broad class,
including the CR, CI by Peláez and Lamata, and the Consistency Measure
(CM) presented by Koczkodaj. Suppose that there is a specified level of
allowable consistency (for CR, this can be 0.10). The goal was to determine
the minimum number of matrix elements that, when modified properly, result
in an acceptable matrix. On the other side, the goal was to determine the low-
est level of inconsistency that could be carried out given the largest number
of modifiable matrix elements. In both situations, a nonlinear mixed-integer
optimization problem provided the basis for the solution.

Agoston et al. [88] extended Saaty’s well-known thumb rule for the
permissible degree of inconsistency to incomplete PCM. The extension was
predicated on selecting the absent components in a way that minimizes the
maximal eigenvalue of the incomplete matrix. The inconsistency of random
matrices was discovered to be a function of matrix size and the number
of missing elements, with a roughly linear dependency in the case of the
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latter variable. Consequently, it is not possible to use the random index’s
well-established values.

Kuras et al. [89] presented REDUCE, a Python package that reduced
inconsistency in multicriteria decision-making (MCDM) using multiplicative
pairwise comparisons (PC). Written in Python, the REDUCE library makes
use of auxiliary libraries like NumPy, SciPy, and SymPy. It provided 21
functions that were divided into four categories: support functions, PCM
indexes, consistency ratio (CR) reduction techniques, and data input assis-
tance. Performance tests show that the library can handle a wide range of
matrices, especially from 3 × 3 to 10 × 10, and that using it speeds up
the process considerably in comparison to spreadsheets, especially when
handling a high number of matrices.

Escobar et al. [90] offered a decision support system (DSS) designed
to assist decision-makers in lessening the inconsistency in the decisions
they make when utilizing the analytical hierarchy process (AHP). The DSS
was developed to examine the choices made in a PCM, where the RGM
served as the prioritizing process and the GCI served as the measure of
inconsistency.

Paramanik et al. [91] introduced a novel technique called the “Objective-
Subjective Weighted Method for Minimising Inconsistency (OSWMI),”
which takes into account pairwise comparisons of the alternatives and criteria
as well as the performance ratings that go along with them. First, they have
enhanced “Linear programming techniques for Multidimensional Analysis
of Preferences LINMAP” and “CRiteria Importance Through Intercriteria
Correlation CRITIC.” In the end, a multi-objective non-linear programming
(MONLP) model is used to integrate the enhanced CRITIC method, “Best
Worst Method BWM,” and LINMAP II to create the suggested OSWMI
approach.

Siraj et al. [92] focused on the impact of intransitive judgments on
pairwise comparison matrix consistency. A Monte-Carlo simulation was
used to statistically prove the existence of intransitive decisions in pairwise
matrices with sufficient consistency. The results showed that a sizable fraction
of comparison matrices that satisfied Saaty’s CR criteria were ordinally
inconsistent.

Ishizaka et al. [93] explained how to create a consistent matrix by using
a Prologue program that aids the decision-maker. An expert module found
violations of the rules explained (how-explanations), offered suggestions
for improvements (What-If-explanations), and provided guidance on how to
carry out the comparison procedure.
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Lamata et al. [94] offered a different, simple-to-apply technique for
enhancing judgment consistency. The determinant and a few arithmetic
operations must be calculated. This approach was simple to understand and
enhance consistency through improved consistency relations. Additionally,
they examined the consistency matrix following the application of this strat-
egy and demonstrated how the triplet utilized to increase consistency was the
basis for enhancing the consistency in the new matrix.

Slawomir et al., talked about a mathematical model that serves as the
basis for both the AHP and a novel technique that enables the consis-
tency index to be used to quantify pairwise comparison inconsistency to
be greatly reduced or even eliminated. It was possible to lower the con-
sistency index substantially below the 0.1 level by using the suggested
strategy [95].

By revealing its relationship to the logarithmic least squares method,
Chen et al. [96] demonstrated that the connecting path method (CPM), a
popular technique for estimating missing judgments, also guaranteed the
smallest GCI and just required simple connecting paths. According to the
formal evidence, CPM by itself was adequate to address the inconsistency of
PCM in AHP as well as the missing judgments.

Pankratova et al. [97] focused on strategies to improve (raise) PCM
consistency without the assistance of an expert. A comparative examination
of these strategies was conducted using computer simulation. It was demon-
strated that when an inadmissibly inconsistent PCM is used, for example,
with a consistency ratio of CR = 0.2 or CR = 0.3, techniques of improving
PCM consistency help to reduce inconsistency up to the permissible level
CR = 0.1 for n = 5.

Abel et al. [98] had introduced INSITE, a method for using MOO to
lessen inconsistency within a group of PC judgments. By describing incon-
sistency reduction and judgment modification as distinct objectives, INSITE
aims to minimize inconsistency within a set of judgments as optimally as
possible. This allows for the identification of trade-off solutions between the
competing objectives. A DM can become knowledgeable about the trade-
offs between reducing inconsistency and modifying judgement from this,
which will aid in the facilitation of an evidentiary, transparent, auditable, and
traceable process.

The proposed method by Xu et al. [99] can use a partial correction to
show the changes in direction while also providing the optimal values, pre-
serving most of the information provided by the original comparison matrix.
In addition, it is possible to quickly and accurately identify the contradictory
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items in the probability-hesitant pairwise comparison matrix by employing
the suggested method.

A challenge to identify the component that needs to be altered to raise
a PCM’s consistency level. Nedashkovskaya et al. [100] suggested a fresh
methodology for analyzing the effectiveness of techniques for identifying
a PCM’s most inconsistent parts to address this issue. A better M Outflow
technique is developed to identify a cycle and the least consistent element in a
PCM. Through the use of computer modeling, it was demonstrated that, when
compared to other approaches under consideration, the suggested M Outflow
method was more efficient under approved conditions.

Yu et al. [101] offered a streamlined and user-friendly standard for
determining whether a pairwise comparison matrix in AHP has sufficient
consistency. Additionally, it created a methodical process for bringing an
inadequately consistent matrix up to complete consistency. This process
relied on the decision-maker’s rank order of confidence in each pairwise
comparison.

Bose et al. [102] introduced a multi-objective genetic algorithm designed
to ensure a high degree of original input authenticity while lowering a PCM’s
inconsistency.

MCDA based approaches also play a pivotal role in addressing a wide
array of sustainability issues [103–105].

Here we propose a summary table of the above papers, which tells us
about the published work (Table 2).

Table 2 Summary of repairing the pairwise comparison matrix
S. No. Proposed Method Focus on Year References
1. Reduce: A Python Module Method for Reducing

Inconsistency in PCM
2023 [89]

2. Using Subjective Data
Obtained from Opinion
Surveys

To propose a new consistency
index for PCM

2023 [83]

3. An Objective-Subjective
Weighted Method for
Minimizing Inconsistency
(OSWMI)

Method for Minimizing
Inconsistency in PCM

2022 [91]

4. A Decision Support
System

Method for Reducing
Inconsistency in PCM

2022 [90]

5. Consistency Ratio,
Decreasing Rate, and
Attribute Weight Method

To enhance the consistency of
PCM

2022 [66]

(Continued)
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Table 2 Continued
S. No. Proposed Method Focus on Year References
6. Many-Objective

Optimization Algorithm
(MOOA),

To decrease the CR to a
consistent level

2022 [69]

7. A Plausible Linear
Estimation

to achieve an acceptable level
of inconsistency.

2022 [88]

8. Cosine Consistency Index To improve PCM’s
consistency

2022 [68]

9. Row Geometric Mean
(RGM) and Geometric
Consistency Index (GCI)

To revise the judgment and
improve the inconsistency of
PCM

2021 [65]

10. An Enhanced
Population-Based
Multi-Objective Water
Cycle Algorithm

To modify inconsistency
PCM

2021 [70]

11. Multi-Objective Genetic
Algorithm

Reducing the inconsistency
of PCM

2020 [102]

12. 3 Tuples Iterative Method a straight consistency test and
enhancement technique for
the PCM in AHP

2020 [74]

13. Step-by-Step (SBS)
Algorithm

To reduce the inconsistency
of PCM

2020 [78]

14. A Direct Consistency Test
and an Improvement
Method

Quick and highly accurate
identification of the
inconsistent element in the
probability-hesitant PCM is
possible.

2019 [99]

15. M Outflow Method Finding the least consistent
element in PCM

2018 [100]

16. Teaching Learning-Based
Optimisation (TLBO)

To minimize the CR 2018 [64]

17. Multi-Objective
Optimization (Moo)

Inconsistency reduction in
PCM

2018 [98]

18. Two Greedy Algorithms To improve the consistency of
PCM

2018 [80]

19. A Simplified Criterion Assessing and Improving the
Consistency of a Pairwise
Comparison Matrix

2017 [101]

20. A Mathematical Model Removing Inconsistency in
PCM

2016 [95]

(Continued)
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Table 2 Continued
S. No. Proposed Method Focus on Year References
21. Non-Dominated Sorting

Genetic Algorithm-2
(NSGA-2)

To minimize the CR and
deviation matrix

2016 [63]

22. An Error Function Similar
to Chi-Square (χ2)

To discover the inconsistent
elements in PCM and revise
them with suitable values

2016 [72]

23. Computer Simulation to improve the consistency of
PCM.

2015 [97]

24. Connecting Path Method to improve consistency for
incomplete PCM

2015 [96]

25. Nonlinear Programming
Model

To lessen the inconsistency to
approximate zero

2015 [86]

26. Ant Algorithm To convert inconsistent PCM
into consistent PCM

2015 [9]

27. Nonlinear Mixed-Integer
Optimization Problem

To obtain the lowest possible
level of inconsistency

2013 [87]

28. A Simple Formula To introduce a modified,
consistent PCM

2014 [76]

29. Ant Colony Optimization
(ACO)

Improving the CR and
checking how much the
original matrix and modified
matrix differ from each other

2014 [10]

30. Particle Swarm
Optimization (PSO)
Algorithm

To locate the smallest CR 2014 [11]

31. Integrated Linear
Programming and
Eigenvector Methods

To obtain a new, modified,
consistent PCM

2014 [67]

32. Optimization To achieve consistency 2012 [82]
33. Particle Swarm

Optimization (PSO)
Algorithm

To make a substitute matrix
that passes the consistency
test

2012 [8]

34. Monte–Carlo Simulation to rectify intransitive
judgments in PCM.

2012 [92]

35. Genetic Ant Algorithm The inconsistency of the
PCM caused by its instability
was identified.

2011 [75]

36. An Induced Matrix For better the CR 2011 [77]
37. A Linearization Technique To find the most consistent

PCM from a given
inconsistent PCM

2011 [79]

(Continued)
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Table 2 Continued
S. No. Proposed Method Focus on Year References
38. Linearization Process To balance consistency level

and expert’s judgment
2011 [81]

39. Heuristic Approach To create a consistent matrix
from an inconsistent matrix

2008 [84]

40. An Expert Module To improve the consistency of
PCM

2004 [93]

41. An Alternative Method An Alternative Method 2002 [94]
42. A Consistency Improving To transform the comparison

matrix
1999 [73]

Based on the data presented in the table above, one can infer that vari-
ous researchers have employed different methods to transform inconsistent
Pairwise Comparison Matrices (PCMs) into consistent ones. Specifically,
62% of researchers have focused on reducing the Consistency Ratio (CR)
to near zero, 5% have pursued consistency through the utilization of the
new consistency index method, 26% have attained consistency by revising
their judgments, and 7% have achieved consistency by altering inconsis-
tent elements to align with consistent ones within the PCM. Consequently,
it becomes evident that there exist diverse methodologies to render any
inconsistent PCM consistent, providing multiple avenues for ensuring the
coherence of judgments.

5 Conclusion

Achieving consistency in a pairwise comparison matrix is crucial for address-
ing multi-criteria decision-making challenges. Extensive research has been
dedicated to rectifying inconsistencies within these matrices. This article
presents several effective methods for mitigating PCM inconsistency, includ-
ing adjusting judgments, transforming inconsistent matrices into consistent
ones, and reducing the consistency ratio to values below 0.10 or near zero.

Researchers have explored various approaches such as the Ant Algorithm,
Heuristic Approach, Particle Swarm Optimization (PSO) Algorithm, Inte-
grated Linear Programming and Eigenvector Methods, Teaching Learning
Based Optimization (TLBO), Step-by-Step (SBS) Algorithm, Row Geomet-
ric Mean (RGM), Geometric Consistency Index (GCI), among others, which
prove instrumental in attaining consistency from an initially inconsistent
matrix.
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Furthermore, this article delves into the primary concerns involved in
transitioning from an inconsistent to a consistent matrix, providing a com-
prehensive overview for readers’ convenience. It sheds light on the ongoing
efforts to rectify inconsistent matrices over an extended period, emphasiz-
ing the paramount importance of achieving consistency in decision-making
processes.

Given the extensive coverage of research in this field, there remains scope
for further refinement of pairwise comparison matrices. This article serves as
a valuable resource for scholars, encouraging exploration of overlooked areas
within this domain.

References

[1] Zanakis, S. H., Mandakovic, T., Gupta, S. K., Sahay, S., and Hong, S.
(1995). A review of program evaluation and fund allocation methods
within the service and government sectors. Socio-Economic Planning
Sciences, 29(1), 59–79.

[2] Saaty, T. L. (1980). The Analytic Hierarchy Process. McGraw-Hill,
New York. (1980)

[3] Chiclana, F., Herrera-Viedma, E., Alonso, S., and Herrera, F. (2009).
Cardinal consistency of reciprocal preference relations: A charac-
terization of multiplicative transitivity. IEEE Transactions on Fuzzy
Systems. 17, 14–23.

[4] Tam, C. M., Tong, T. K. L., and Chiu, G. W. C. (2006). Comparing
non-structural fuzzy decision support system and analytical hierar-
chy process in decision-making for construction problems. European
Journal of Operational Research, 174(2), 1317–1324.

[5] Xu, Z., and Da, Q. (2003). An approach to improving consistency of
fuzzy preference matrix, Fuzzy Optimization and Decision Making.
Fuzzy Optimization and Decision Making, 2, 3–12.

[6] Ma, J., Fan, Z. P., Jiang, Y. P., Mao, J. Y., and Ma, L. (2006). A method
for repairing the inconsistency of fuzzy preference relations. Fuzzy
Sets and Systems, 157(1), 20–33.

[7] Lin, C. C., Wang, W. C., and Yu, W. D. (2008). Improving AHP for
construction with an adaptive AHP approach (A3 ). Automation in
Construction, 17(2), 180–187.

[8] Yang, I. T., Wang, W. C., and Yang, T. I. (2012). Automatic repair of
inconsistent pairwise weighting matrices in analytic hierarchy process.
Automation in Construction, 22, 290–297.



64 S. Kaushik et al.

[9] Girsang, A. S., Tsai, C. W., and Yang, C. S. (2015). Ant algorithm for
modifying an inconsistent pairwise weighting matrix in an analytic
hierarchy process. Neural Computing and Applications, 26, 313–327.

[10] Girsang, A. S., Tsai, C. W., and Yang, C. S. (2014). Ant Colony
Optimization for Reducing the Consistency Ratio in Comparison
Matrix. In: International Conference on Advances in Engineering and
Technology (ICAET’2014) March 29–30,

[11] Girsang, A. S., Tsai, C. W., and Yang, C. S. (2014). Multi-objective
particle swarm optimization for repairing inconsistent comparison
matrices. International Journal of Computers and Applications. 36(3).

[12] Kumar, A., Garg, P., Pant, S., Ram, M., and Kumar, A. (2022).
Multi-criteria decision-making techniques for complex decision mak-
ing problems. MATHEMATICS IN ENGINEERING, SCIENCE AND
AEROSPACE, 13(3), 791–803.

[13] Alcantud, J. C. R., and Giarlotta, A. (2019). Necessary and possi-
ble hesitant fuzzy sets: A novel model for group decision making.
Information Fusion, 46, 63–76.

[14] Meng, F., Tang, J., and Fujita, H. (2019). Linguistic intuitionistic fuzzy
preference relations and their application to multi-criteria decision
making. Information Fusion, 46, 77–90.

[15] Saaty, T. L. (1977). A scaling method for priorities in hierarchical
structures. Journal of Mathematical Psychology, 15(3), 234–281.

[16] Haghighi, M., Divandari, A., and Keimasi, M. (2010). The impact
of 3D e-readiness on e-banking development in Iran: A fuzzy AHP
analysis. Expert Systems with Applications, 37(6), 4084–4093.
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Reducing inconsistency measured by the geometric consistency index
in the analytic hierarchy process. European Journal of Operational
Research, 288(2), 576–583.

[66] Yang, W. C., Kang, H. S., Ri, G. S., and Kim, J. S. (2022). Consis-
tency Improvement Method of Pairwise Matrix Based on Consistency
Ratio Decreasing Rate and Attribute Weighting Method Considered
Decision Makers’ Levels in Analytic Hierarchy Process: Application
to Hip Joint Prosthesis Material Selection. Mathematical Problems in
Engineering, 2022, 1–22.

[67] Zhang, H., Sekhari, A., Ouzrout, Y., and Bouras, A. (2014). Optimal
Inconsistency Repairing of Pairwise Comparison Matrices Using Inte-
grated Linear Programming and Eigenvector Methods. Mathematical
Problems in Engineering, 1–16.

[68] Rallabandi, L. N. P. K., and Vandrangi, R. (2022). A method for
improving cosine consistency index of pairwise comparison matrix
in analytic hierarchy process. International Journal of Mathematics in
Operational Research. 23(2), 259–283.

[69] Floriano, C. M., Pereira, V., and Rodrigues, B. E. S. (2022).
3MO-AHP: an inconsistency reduction approach through mono-,
multi- or many-objective quality measures. Data Technologies and
Applications. 56(5), 645–670.

[70] Petwal, H., and Rani, R. (2021). An Improved Multi-objective Water
Cycle Algorithm to Modify Inconsistent Matrix in Analytic Hierar-
chy Process. In: Proceedings of international conference on Machine
Intelligence and Data Science Applications, 187–197.

[71] Sadollah, A., Eskandar, H., and Kim, J. H. (2015). Water cycle algo-
rithm for solving constrained multi-objective optimization problems.
Applied Soft Computing, 27, 279–298.

[72] Rallabandi, L. N. P. K., Vandrangi, R., and Rachakonda, S. R.
(2016). Improved Consistency Ratio for Pairwise Comparison Matrix



A Review Based on Various Applications to Find a Consistent 69

in Analytic Hierarchy Processes. Asia-Pacific Journal of Operational
Research, 33(3), 1–19.

[73] Zeshui, X., and Cuiping, W. (1999) Theory and Methodology A
consistency improving method in the analytic hierarchy process 1.
European Journal of Operational Research, 116(2), 443–449.

[74] Xu, K., and Xu, J. (2020). A direct consistency test and improvement
method for the analytic hierarchy process. Fuzzy Optimization and
Decision Making. 19, 359–388.

[75] Gao, J., Shan, R., Cui, H., and Ren, W. (2011). A new method for
modification consistency of the judgment matrix based on genetic
ant algorithm. In: 2011 International Conference on Multimedia
Technology, 1903–1906.
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