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Abstract

Data pre-processing plays a vital role in the life cycle of data mining for
accomplishing quality outcomes. In this paper, it is experimentally shown
the importance of data pre-processing to achieve highly accurate classifier
outcomes by imputing missing values using a novel imputation method,
CLUSTPRO, by selecting highly correlated features using Correlation-based
Variable Selection (CVS) and by handling imbalanced data using Synthetic
Minority Over-sampling Technique (SMOTE). The proposed CLUSTPRO
method makes use of Random Forest (RF) and Expectation Maximization
(EM) algorithms to impute missing. The imputed results are evaluated using
standard evaluation metrics. The CLUSTPRO imputation method outper-
forms existing, state-of-the-art imputation methods. The combined approach
of imputation, feature selection, and imbalanced data handling techniques
has significantly contributed to attaining an improved classification accuracy
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(AUC curve) of 40%–50% in comparison with results obtained without any
pre-processing.

Keywords: Data Mining, data pre-processing, decision trees, expectation
maximization (EM) algorithms, neural networks.

1 Introduction

In the longevity of data mining, data preparation or pre-processing plays
a key role because data collected in real-world applications often contain
erroneous data due to various reasons like an individual’s non-response for
several questions during survey, equipment errors or human errors. Data
mining (supervised and unsupervised) algorithms give good quality results
when complete balanced data sets are given as input. Hence, erroneous data
like data with missing values (instances/features), need to be treated before
mining the data.

Essential factors to be considered during the process of handling missing
data, called data imputation, are the type of missing values and choosing the
right methods to fill the missing data.

Machine learning (ML) algorithms have demonstrated their fame and
excellent execution crosswise over a variety of areas [1]. The ML algorithms
are prevalent because of their capacity to accomplish high exactness. How-
ever, based on the literature study it is observed that numerous researchers
have not focused on the combined effect of pre-processing steps like impu-
tation, feature selection, and imbalanced data handling. Hence, this paper
aims at proposing an imputation technique by clustering missing value data
sets, implementing correlation-based feature selection, and handling data
imbalance jointly as part of pre-processing to show the combined effect for
classification accuracy.

The outline of the paper is as follows: Related Works are given in
Section 2, Experimental Framework is provided in Section 3. The Results
are discussed in Section 4, and the Conclusion and Scope for future work are
given in Section 5.

2 Related Works

In the data mining domain, data integrity and accuracy are the key factors
that influence the performance of prediction algorithms [2]. Various methods
exist in the literature to overcome missing value problems.
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The missing values are either blank or contains values such as NA, NaN,
missing, and so on. Authors of [2] have described missing values as a value
for a study that has no value designated to it. There are no benchmark methods
to handle missing values. Several researchers marginalized missing values if
the missing percentage is less than 5%, but this method creates a loss of data
and bias in prediction results if the missing values are part of the minority
class. However, many researchers handled the missing value problem if the
data set has higher missing rate, [3].

2.1 Handling Missing Values

Missing data patterns are classified into three different types, namely Missing
Completely at Random (MCAR), Missing at Random (MAR), and Missing
Not at Random (MNAR). The corresponding figure for each pattern is shown
in Figures 1, 2, and 3 respectively [4]. MCAR occurs when missing data
happens randomly, i.e., there is no exact pattern to be recognized, like an
individual’s unwillingness to provide his/her data in a poll. In MAR, there
exists a pattern of missing type hinges on the conditions of other variables.
For example, in a survey where individuals are queried about their food prac-
tices and fitness condition, specific data about an inactive lifestyle might be
available. However, some individuals may be willing to share the information
about their weight, whereas other individuals (obese/ overweight) may not be
interested in sharing this type of information. MNAR is similar to MAR, but,

Figure 1 Missing data mechanism:MCAR.
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Figure 2 Missing data mechanism:MAR.

Figure 3 Missing data mechanism:MNAR.

in this circumstance, the condition instigating missingness is not known. This
can happen in two ways:

1. Missingness occurs due to the reason that the values were not observed
and,

2. Missingness occurs when the variable takes values out of its scale.

Generally, it is challenging to recognize the MCAR type of missing
pattern, since, in a real-world data set, there is no method to track the reason
for this missing pattern. MAR pattern identification becomes more difficult if
further relevant questions are not asked. For example, if an individual reports
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poor health, based on other information like amount of money he/she spends
to improve health condition need to be collected, as this information most
likely depends only on individual reporting lousy health condition. If this
sort of extra detail is not collected, then data may be misidentified as MCAR
pattern instead of MAR pattern.

Numerous research works are in progress since 1980s to handle missing
data. With the advent of imputation algorithms, applications like remote sens-
ing, bio-informatics, privacy-preserving applications, traffic, meteorological,
and medical fields have found them to be useful [5].

Some of the methods to handle missing values are listwise deletion,
pairwise deletion, single imputation, multiple imputation, hot-deck impu-
tation and model based imputation [5, 6]. Authors of [7] have examined
the missing value problem for medical data sets, and proposed Tree-Based
Models (TBMs) to impute the missing values based on the surrogate approach
(SUR). Authors showed that imputation of missing values in medical data sets
would boost the classifier outcomes in medical applications. Authors of [8]
have suggested a kernel-based fuzzy kNN algorithm combined with a partial
distance strategy for three different medical data sets to regain the missing
values. The shortcoming of this method is that the authors marginalize the
missing values whose entropy is not as precise as that of the predetermined
limit. However, marginalization of records with missing values may not
be acceptable for medical data. Apart from this, the fuzzy kNN algorithm
showed good performance.

Authors of [9] have proposed a CNN-MDRP algorithm that integrates
latent factor model with Convolution Neural Network-based multi-modal to
rebuild the missing values and for disease prediction, respectively, for the
patients’ records gathered from a hospital in Central China (2013–2015).
The experimental outcome shows that imputing the missing values enriched
the results of CNN-MDRP algorithm. Authors of [10] examined the influ-
ence of the missing values while building ArcGIS model in restricted data
environment with application to disaster response. Three imputation methods
were investigated viz., global constant, decision tree, and clustering-based
algorithms.

Authors of [11] have made a result comparison between statistical
and machine learning methods (e.g., multi-layer perceptron (MLP), Self-
Organizing Maps (SOM) [12] and k-Nearest Neighbors(kNN) [13]) for breast
cancer data set. Authors of [14, 15] have proposed an imputation algorithm
for gene expression data using kNN and compared the results with mean
imputation and Singular-Value Decomposition(SVD). They concluded that
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the kNN outperformed other two techniques. Authors of [13] have proposed
kNN based imputation algorithm for imputation in microarray data, which
outperformed Ordinary Least Square (OLS) and Partial Least Square (PLS)
imputation methods.

Authors of [16, 17] have analyzed the classification results with com-
plete case analysis and three different imputation techniques viz., hot-deck
imputation, predictive model-based imputation, and propensity score impu-
tation. Through the analysis, they have concluded that data set without any
missing values gave more accurate results in comparison with incomplete
data set. Authors of [18] have demonstrated the superiority of prediction
results in complete case over different imputation techniques like missing-
indicator method, single imputation of unconditional and conditional mean
and multiple imputations. Authors of [19, 20] have demonstrated the use
of choice tree models, measurable algorithmic models and Artificial Neural
Network (ANN) model on foreseeing the danger of hypertension. Based on
true positive rate and true negative rate analysis of the models, the authors
identified good predictors for diagnosing hypertension.

2.2 Feature Selection

In recent years, numerous applications like genome projects, text catego-
rization, image retrieval, and customer relationship management, etc., have
contributed to increasing data volume [21–24]. High dimensional data are
very challenging to learning algorithms; an efficient method is needed to
handle this. Therefore, researchers came up with a solution by selecting a
subset of original features after eliminating irrelevant and redundant features;
this technique is known as feature selection [25].

Feature selection reduces data optimally according to a predefined assess-
ment criterion, thereby increasing the efficiency in learning tasks and pre-
dictive accuracy. Feature selection algorithms are of three categories: the
filter, the wrapper, and hybrid methods [26, 27]. Filter methods are fast and
classifier independent. This method uses various statistical tests and some
proxy measure to identify the correlation of features with class variable
and rank features based on these tests [28–30]. Whereas, wrapper methods
are reliant on classifiers and use the classifier directly to mark the feature
subsets. The accuracy of classification algorithm assists as evaluation criteria
to measure the strength of feature subsets [27, 31, 32]. However, the impor-
tant downside associated with wrapper methods are that they are prone to
high computational complexity and over fitting. Hybrid approaches combine
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filter and wrapper techniques by using an independent metric to rank the
features and using a learning algorithm to measure the goodness of feature
subsets [33, 34].

2.3 Handling Imbalanced Data

As most of the data mining and machine learning algorithms give unbiased
accuracy when the data is balanced, it is essential to handle imbalanced data
to make class distribution uniform. Imbalanced data are found in various
fields like churn prediction, fraud detection, industrial systems monitoring,
activity recognition, software defect prediction, and health predictions, etc.,
To handle imbalanced data, three different approaches exist, [35]:

2.3.1 Data-level methods
This technique aims to adjust the training set to make it appropriate for a
standard learning algorithm. Due to the bias introduced by random selec-
tion approach, methods that maintain structure of groups and, methods that
generate new data according to the underlying distribution became popular.
There are two popular techniques to handle imbalanced data, namely (a)
oversampling: generating new objects for minority groups and (b) undersam-
pling: removing objects from majority groups. These approaches are simple,
but oversampling can increase the probability of overfitting by repeating
the original copies of the data set samples, whereas under-sampling will
eliminate the required data samples. To overcome these disadvantages, a new
sampling technique, Synthetic Minority Oversampling Technique (SMOTE)
was proposed by [36]. SMOTE arbitrarily picks up some nearest neighbors
of minority class samples and generates new samples based on interpolations
between original data set samples and randomly selected nearest neighbors.

2.3.2 Algorithm-level methods
In this process, learners are modified to alleviate their bias towards majority
groups. The most popular approach is the cost-sensitive approach, in which
a high cost is assigned to a less represented (minority class) set of objects;
a low cost is assigned to a majority class, and performance will be boosted
during learning process. Another algorithm-level solution is one-class learn-
ing, which eliminates bias towards any group by focusing on a single set
of objects. Authors of [37, 38] have proposed an algorithm-level solution by
assigning weights to cost-sensitive trees and by assigning dissimilar costs to
class (majority and minority) in the objective function.
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Table 1 Summary of existing studies in imbalanced data handling
Authors Techniques Outcomes
[39] Hypernet-Neural Network-based

method
Earliest work in predicting and
determining the proportion of
Antihypertensive medications to
administer every patient.

[40] Statistical approaches It provides a comparative study
of statistical methods. Focuses
on developing, validating impact
analysis of hypertension risk
prediction models.

[20, 41] Compare the performances of
decision tree models, statistical,
algorithmic models and Artificial
Neural Network (ANN) model on
predicting the risk of hypertension
disease

Identifies good predictor
variables for diagnosing
hypertension based on sensitivity
and specificity analysis of the
models.

2.3.3 Hybrid methods
In recent years, ensemble solutions have gained popularity to treat the class
imbalanced data sets. This method merges data-level solutions with classifier
ensembles, resulting in robust and active learners.

Since the classification algorithms assume that the data is uniformly
distributed, and the classification accuracy depends on this assumption, it is
essential to pay more attention to handle imbalanced data. Table 1 give some
techniques that were used by researchers to handle imbalanced data.

3 Experimental Framework

The flowchart of the proposed technique is shown in Figure 1 consisting of
two phases, namely:

• Model building phase and
• Evaluation phase.

3.1 Model Building Phase

In this phase, the selected data set undergoes various stages involving simu-
lation of missing values, imputation with predicted values, feature selection,
and handling of imbalanced data. The process involved in each stage of the
model-building phase is explained below:
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3.1.1 Simulation of missing data
To build the imputation model and for the experimentation work, data set with
different missing percentages, varying from 5% to 30%, in steps of 5 were
infused. The missing data generation methods generate missing values in a
stochastic way, i.e., the position of the missing data are randomly generated
to fulfill the criterion of the different missing pattern. The resultant data set
with missing value is given to the next stage for imputation.

3.1.2 Imputation of missing values
In this paper, the imputation of missing values is performed by forming
clusters using the unsupervised neural network, Adaptive Resonance Theory
2 (ART2) proposed by [42]. ART2 network is the second generation unsuper-
vised network from the family of Adaptive Resonance Theory (ART). ART2
accepts continuous variables, by which it overcomes the drawbacks of the
first generation network, Adaptive Resonance Theory 1 (ART1).

In the proposed imputation technique, the correlation among the features
in a data set are considered, which is natural because of hidden internal
characteristics of the data set, and thus cannot be altered to achieve desired
results. Keeping this property as the base, the proposed CLUSTPRO method
works on the principle of imputation accuracy, which is supposed to be having
lower error rate (high accuracy) when the data set is having high correlations
among features. The non-missing data instances are used as the base for
imputing missing data instances [43].

The main steps involved in imputation are as follows.

• Clusters (Cc1 . . . Ccn) containing both missing and non-missing data
instances are formed using ART2.

• Clusters are partitioned into two sub data sets Cf (cluster without
missing data points) and Ce (cluster with missing data points).

• Decision trees are constructed on Cf using attributes with missing val-
ues in Ce as class attributes. The steps involved in imputing categorical
variables are as follows:
Let V=(V1, V2, . . . Vn), be a p*q dimensional data matrix. In this method,
missing values are predicted using decision trees, trained based on the
complete parts of the data set. For a random attribute Vs, having missing
values at records i(s)mis ⊆ 1,2,. . . ,n, data set can be divided into four
parts:

1. The complete values of attribute Vs. Represented as y(s)obs;

2. The missing values of attribute Vs. Represented as y(s)mis
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3. The attributes other than Vs, with observations i(s)obs = 1,2,. . . ,n i(s)mis

represented as V (s)
obs and;

4. The attributes other than Vs with observations i
(s)
mis, repre-

sented as V (s)
mis.

To instigate, a first guess is made for the missing observations in V using
mode imputation technique. Then, the attribute Vs, s = 1,2,. . . ,n is sorted
according to the increasing order of the number of missing values. For
each attribute Vs, the missing values are imputed by first fitting a deci-
sion trees within dependent variable (response) y(s)obs and independent

variable (predictors) V (s)
obs ; then, predicting the missing values y(s)obs by

applying the trained decision trees to V (s)
mis. The imputation process is

repeated until all the missing values are imputed. Algorithm 1 gives
the representation of proposed Algorithm 1 gives the representation of
proposed Impute RF method for imputing categorical values:

Algorithm 1 Impute RF(V,γ).
Require: V a p*q dimensional data, stopping criterion γ
Ensure: a preliminary estimate for missing data is made using mode method;
1: c ⇐ vectorofsortedindicesofcolumnsinV, # w.r.t. Ascending order of missing

values;
2: while not γ do
3: V imp

old ⇐ previously imputed matrix;
4: for s in c do
5: Fit a RF : y

(s)
obs ≈ V

(s)
obs ;

6: Predict y
(s)
mis using V

(s)
obs ;

7: V imp
old ⇐ y

(s)
mis;

8: Update γ
9: end for
10: end while
11: return V imp

The stopping condition γ is encountered as soon as the variance between
the newly imputed data matrix and the previously imputed data matrix
increases for the first time concerning categorical variable types, if
present. Here, the difference for the set of categorical variables ’N’ is
computed using Equation (1):

∆N =

∑
j ∈ N

∑n
i=1 IV imp

new 6=V old
new

#NAN
(1)
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Where, #NAN is the number of missing values in the categorical
variables.

• EM is applied to impute attribute with numerical missing value [44].
The steps involved in EM algorithm are as follows:

1. Let X be the data without any missing data, Y be the missing data
and Z=(X,Y) be the complete data. The aim is to maximize the
observed loglikelihood l(θ;Y )

2. The EM algorithm works in two steps: – The Expectation step com-
putes the expectation of the complete loglikelihood given observa-
tions X i.e., let θ(i) be the current guess for θ. The Expectation step
is calculated as in Equation (2):

Q(θ, θ(i)) =

∫
l(θ;X;Y )f(X|Y ; θ(i))dX. (2)

where l(θ;X;Y ) is the complete loglikelihood.
3. The Maximization step maximizes Q(θ, θ(i)) as function of θ to

get θ(i+1).

• Combine Cf and Ce to obtain complete data without any missing data
points.

3.1.3 Feature selection
Obtaining a good prediction result depends on right predictor variables.
Sometimes due to high dimensionality of the data set, it is hard to obtain good
prediction outcomes. Feature selection is one important technique which
helps in identifying whether or not a particular attribute should be involved
in prediction. This process aims to decrease the dimensionality of the data set
thereby improving the performance of prediction algorithms.

In this paper, a CVS mechanism is used to select the relevant features
which are individually in high correlation with class variable [28]. Correlation
coefficients are used to evaluate the correlation between attributes, class, and
inter-correlations between the features. CVS quickly identifies and discards
irrelevant, redundant features by judging the predictive capability of each
attribute in conjunction with the scale of redundancy between them. CVS
is a filter approach where execution is faster than the wrapper methods,
thereby reducing high computational cost. This property allows CVS to scale
to more massive data sets also. Another advantage of CVS algorithm is the
full automatic execution without any requirement of setting thresholds or the
number of features to be selected.
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CVS is calculated using Equation (3):

dsc =
ndsi√

n+ n(n− 1)dic

(3)

where dsc is the correlation between the summed feature subsets and the
class variable, ‘n’ is the number of subset features, dsi is the average of the
correlations between the subset features and the class variable and dic is the
average inter-correlation between the subset features.

3.1.4 Handling imbalanced data
To handle samples of minority class which are less in number, a feature
space method called SMOTE is used in the next stage of model building
phase to overcome imbalance data, [36]. It is one type of oversampling tech-
nique which generates synthetic samples by preferably considering feature
space of data set rather than data space. Artificial data are generated by
using bootstrapping and kNN. SMOTE deals with continuous and nominal
attributes in different ways. For the continuous attributes, Euclidean distance
is used to compute the distance between nearest neighbors for the minority
classes. Synthetic samples are generated by oversampling each minority
class. Depending upon the percentage of over-sampling required, nearest
neighbors are arbitrarily chosen.

The advantage of SMOTE algorithm is that it mitigates overfitting prob-
lem caused by random oversampling technique, and generates synthetic
samples rather than replicating the instances. Since, new instances are gener-
ated, there will be no loss of information as it happens in oversampling and
undersampling techniques. Also, the computational cost of SMOTE is less.

For example, if the percentage of over-sampling required is 300%, only
three neighbors from the nearest neighbors are chosen, and samples will be
created in the path of each neighbor.

SMOTE is represented as in Equation (4):

Snew = Si + (Ŝl − Si) ∗ δ (4)

Where Snew is the synthetic data, Si is the examples from minority class,
Ŝl is one of nearest neighbor from Si and δ is the random number between
0 and 1.
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3.2 Model Evaluation Phase

The proposed imputation algorithm, CLUSTPRO, is compared with exist-
ing CART and Random Forest (RF) imputation techniques [45, 46]. The
algorithms are evaluated with MAE and MSE as performance metrics. The
performance of imputation algorithms and other pre-processing techniques
such as variable selection and imbalanced data handling on Iris and Pima
diabetes data sets from UCI repository and one hypertension data set from
INDEPTH repository are shown and discussed in detail in the results and
discussion section.

4 Results and Discussions

4.1 Data Set Description

To assess the goodness of the proposed model, Iris and Pima diabetes data set
from the UCI repository and Vadu dataset from INdepth repository are used:

Iris data set was randomly simulated with different missing percentages,
varying from 5% to 30%, in multiples of 5. This is a classification data
set with four attributes, 150 instances, and it is a multi-class (three class)
balanced data set.

Pima diabetes data set was randomly simulated with different missing
percentages, varying from 5% to 30%, in multiples of 5. This is a classifica-
tion data set with nine attributes, 769 instances, and is a dichotomous class
imbalance (two-class) data set.

Similarly, the Vadu hypertension data set was randomly simulated with
different missing percentages, varying from 5% to 30%, in multiples of 5.
This is a classification data set with 46 attributes, 18,429 instances, and is a
dichotomous class imbalance (two-class) data set.

For the Iris, Pima, and Vadu data sets, the missing data points were ran-
domly simulated with varying percentages varying from 5% to 30% in steps
of 5. Authors of [47] have stated that a missing rate of 15% to 20% is common
and acceptable. Considering this, the proposed algorithm is evaluated only up
to 30% of missing values to study its performance.

Evaluation metrics:

The efficiency of the proposed imputation technique is evaluated using MAE
and MSE on simulated missing patterns. The values shown in Tables 2, 3
and 4 are the error rates of CART, Random Forest and the proposed CLUST-
PRO imputation algorithms on Iris, Pima and Vadu data set. In this type of
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Table 2 Error rates comparison for Iris data set
MAE MSE

Missing %
Random
Forest

CART
CLUST

PRO(Proposed)
Random
Forest

CART
CLUST

PRO(Proposed)
5 0.17 0.37 0.05 0.01 0.05 0.007

10 0.47 0.61 0.11 0.04 0.08 0.02
15 0.61 0.94 0.15 0.07 0.12 0.03
20 1.17 1.35 0.24 0.11 0.15 0.06
25 1.55 1.72 0.28 0.19 0.21 0.11
30 1.97 2.42 0.33 0.25 0.37 0.14

Table 3 Error rates comparison for Pima data set
MAE MSE

Missing %
Random
Forest

CART
CLUST

PRO(Proposed)
Random
Forest

CART
CLUST

PRO(Proposed)
5 0.27 0.79 0.05 0.03 0.15 0.01

10 0.47 1.52 0.11 0.05 0.21 0.02
15 0.84 2.74 0.17 0.07 0.39 0.04
20 1.03 3.21 0.23 0.12 0.41 0.09
25 1.45 3.72 0.27 0.18 0.55 0.11
30 2.46 4.07 0.32 0.36 0.71 0.13

Table 4 Error rates comparison for Vadu data set
MAE MSE

Missing %
Random
Forest

CART
CLUST

PRO (Proposed)
Random
Forest

CART
CLUST

PRO(Proposed)
5 0.13 0.50 0.06 0.10 0.63 0.03

10 0.16 0.65 0.05 0.19 0.72 0.03
15 0.29 1.01 0.08 0.29 1.06 0.05
20 0.43 1.53 0.10 0.47 1.56 0.07
25 0.47 1.77 0.13 0.55 1.97 0.09
30 0.86 2.52 0.16 0.77 2.24 0.12

evaluation, metrics with lower value is better, i.e., lower the error rates, higher
the accuracy of imputation model. The error rates of the proposed cluster
based imputation method outperforms CART and Random Forest imputation
methods with lower error rates even at higher percentage of missing value.

To check the correlation between the original and imputed information,
the Pearson constant correlation was calculated for the three imputation
methods. The correlations tend to be stronger for the proposed CLUSTPRO
imputation method as compared to CART and Random Forest imputation for
both Iris and Pima data set. At the point when the missing rate was 5% or less,
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almost without exception, all imputation methods resulted in a correlation
of 0.95 between original and imputed data. The mean correlation between
the original and imputed data for CART, Random Forest, and the proposed
imputation was 0.93, 0.95, and 0.98 respectively, for Iris and Pima data sets.
For Vadu data set, the mean correlation was 0.95, 0.96, and 0.99 respectively,
which indicates that the correlation is strongest for the proposed imputation
method and weakest for CART imputation.

To show the importance of the combined effect of pre-processing tech-
niques for quality results, feature selection, and imbalanced class handling
were applied in addition to the proposed imputation method. The Vadu data
set is chosen for experimentation because of its high dimensional features
and large instances when compared to the Iris and Pima data sets. This
data set is evaluated with classification algorithms for finding the effect of
different combinations of data imputation, feature selection, and imbalanced
data handling techniques. Although existing works have explored missing
data handling strategies, their results were supported by different variations
of sample size, the amount of missing data, and missing data treating method-
ology. None of the past studies have dealt with missing data handling, feature
selection, and class imbalance handling factors collectively using the same
data set for better prediction of results. This work performs all these factors
together in order to improve the classifier accuracy.

For better understanding the need for a combined approach of the missing
data handling method, feature selection and imbalanced data handling meth-
ods, experiments were conducted with Vadu data set after marginalization,
imputation and the proposed combined approach. The output obtained after
applying each method is given to three different classifiers namely Naive
Bayes, Random Forest and Random Tree for prediction accuracy.

Figures 5, 6 and 7 presents the outcome of different classifiers evalu-
ated on Vadu data set after performing proposed CLUSTPRO algorithm for
data imputation, CVS for feature selection and SMOTE for handling data
imbalance. The results of combined approach are compared with data set
after marginalization and data set after performing only imputation.

The outcome for the Vadu data set after the dropping missing values
(marginalized data) was found to be low when tested with three different
classification algorithms. The performance after imputation has shown slight
improvement, and the data set with the proposed combined approach of impu-
tation, feature selection, and class imbalance handling has shown significant
improvement, which is observed from the result of the three classifiers.
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Figure 5 Performance results of Naive Bayes classifier after marginalization, imputation
and the proposed combined approach.

Figure 6 Performance results of Random Tree Classifier after Marginalization, Imputation,
and the proposed Combined Approach.

The ROC curve is beneficial to analyze test evaluation. It is a graph
plotted with true positive rate (Sensitivity) against false positive rate
(1-Specificity). The Area Under the Curve (AUC) signifies the degree of how
well a parameter can be distinguished between two groups.

Figures 8, 9 and 10 represent ROC curve for data set after pre-processing
with a proposed combined approach of imputation, feature selection, and
imbalanced data handling and the marginalized data, respectively.

Analyzing the classifier outcomes of the pre-processed data with the com-
bined approach and marginalized data, it is observed from Figures 5, 6 and 7
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Figure 7 Performance results of Random Forest Classifier after Marginalization, Imputa-
tion, and the proposed Combined Approach.

Figure 8 ROC comparison of (a) Proposed combined approach and (b) Marginalized data
set-Naive Bayes Classifier.

Figure 9 ROC comparison of (a) Proposed combined approach and (b) Marginalized data
set-Random Tree Classifier.
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Figure 10 ROC comparison of (a) Proposed combined approach and (b) Marginalized data
set-Random Forest Classifier.

that, for the marginalized data set, the Precision, Recall, Fmeasure, and Accu-
racy ranges between 0.7–0.8 for different classifiers. Whereas, Figures 5(b),
6(b), and 7(b) show that the AUC curve values ranged between 0.5–0.55 only
for the marginalized data, which is considered as very low as compared to
the results of pre-processed data with the combined approach. Figures 5(a),
6(a), and 7(a) show that the classifier outcomes ranged between 0.97–1 for the
three classifiers considering the combined effect of the proposed CLUSTPRO
imputation, feature selection, and imbalanced data handling strategy. Hence,
it can be concluded that the combined pre-processing methods using CLUST-
PRO, CVS, and SMOTE show significant improvement in classification
algorithms for performance enhancement.

Comparison of proposed work CLUSTPRO with the hybrid models

Authors of [48] has proposed a method for incomplete data imputation
using stacked auto-encoder and incremental clustering (SAICI). SAICI’s
functionality works on four principles:

• a distinctive value assigned to impute missing values initially
• the stacked auto-encoder(SAE) applied to locate principal features
• a new incremental clustering utilized to partition incomplete data set,

and
• the top k% nearest neighbors’ weighted values designed to refill the

missing values.

Authors of [49] has proposed the procedure for making an Imputation,
which makes use of the local similarity structure of the dataset. The K-
means clustering technique along with the weighted KNN makes efficient
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Figure 11 Comparison of RMSE for proposed CLUSTPRO approach and existing hybrid
approach for Iris dataset.

Figure 12 Comparison of RMSE for proposed CLUSTPRO approach and existing hybrid
approach for Pima dataset.

imputation of the missed value. K-means approach is used as a clustering
approach consisting of a four-step procedure.

• The first step is the random selection of a fixed number of cluster
centroids.

• The second step is the assignment of each record to a certain cluster
having the closest centroid.

• The third step is the recalculation of the cluster centroid.
• The last step states to iteratively repeat the procedure from step second

if the algorithm does not reach the termination condition.
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Figure 13 Comparison of RMSE for proposed CLUSTPRO approach and existing hybrid
approach forVadu dataset.

The last step in the imputation is to use the cluster information and
provide value for each non-reference attribute having an incomplete object.
Objects falling in the same cluster are considered as the nearest neighbor of
missing values having higher similarity and based on the nearest neighbors
missing values are imputed. Figures 11, 12, and 13 shows the RMSE values
values of the proposed CLUSTPRO approach and existing hybrid approaches
for Iris, Pima and Vadu dataset respectively.

5 Conclusion and Future Work

In this paper, CLUSTPRO, a novel algorithm for data imputation, is proposed
for handling the missing data which will affect the quality of results in data
mining. The proposed CLUSTPRO method works in two phases: the model-
building phase and the evaluation phase. In the model-building phase, the
imputation model has been built, and the results were evaluated using MSE
and MAE. In order to evaluate the classifier accuracy after data imputation, a
combined approach of data imputation, feature selection, and data imbalance
is performed over the Vadu data set, and the enhancement of classifier accu-
racy is evaluated with the three classifiers. The comparison of classifier results
for the data set with marginalization, imputation and combined approach
shows that the preprocessed data set using the combined approach has
outperformed by improving the classification accuracy by 40%–50%. From
this, it can be concluded that pre-processing steps like imputation, feature
selection and imbalanced data handling techniques when applied together
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enhances classification accuracy. As future work, the proposed imputation
method could be applied to different real-time data sets and deep learning
methods could be adapted to handle the missing values.

The limitations of the proposed method is it works fine with the datasets
with multi-class the datasets but it shows poor performance for the datasets
with multi-labels.
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Andre P Kengne. Risk models to predict hypertension: a systematic
review. PloS one, 8(7):e67370, 2013.

[41] Mevlut Ture, Imran Kurt, A Turhan Kurum, and Kazim Ozdamar. Com-
paring classification techniques for predicting essential hypertension.
Expert Systems with Applications, 29(3):583–588, 2005.

[42] Gail A Carpenter and Stephen Grossberg. Adaptive resonance theory.
Springer, 2017.

[43] Daniel J Stekhoven and Peter Bühlmann. Missforest—non-parametric
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