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Abstract

In view of that general lack of intelligence and flexibility of the existing
network resource allocation methods in the case of time-varying environ-
ments and diversified requirements, an efficient self-configuration method
is put forward to optimize the allocation of resources and improve the
survivability of system. First of all, the utility function of consumption
domain is introduced as an indicator to pre-arrange the priority of user’s
QoS, as a result, the utility maximization of the system under resource
constraint is obtained. Then, based on this definition, a multidimensional
dynamic programming framework is proposed to define and describe the
self-configuration process, and the problem model is constructed under cer-
tain constraints. Furthermore, the adaptive adjustment and configuration of
resources are implemented by determining the priority sequence of user
services, finding the optimal resource configuration scheme, and optimizing
the time configuration window. Finally, The simulation results show that the
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proposed method is superior to the traditional resource allocation scheme
in terms of system reliability, connectivity, broadband utilization, average
response time and transmission rate, which improves the system’s ability to
adapt to the environment intelligently and survivability effectively.

Keywords: Survivability enhancement, cognitive network, self-configuration,
utility function.

1 Introduction

Survivability [1] refers to the ability of a system to perform its mission-
critical tasks in a timely manner when it is subject to attacks, failures, and
accidents. The idea of survivability can be summarized as adaptive “capac-
ity”, that is, the system can be invaded, some components can be damaged,
and even some components are not completely reliable, but as long as the sys-
tem can reasonably allocate resources in structure and reorganize resources
under attacks, with self-protection capabilities such as self-optimization, self-
maintenance, self-regulation and functional semantic redundancy, it can still
ensure the completion of key services timely and repair the damaged key
services. In the case of hardware failures, software bugs, human error or even
malicious attacks, how to enhance the survivability of all kinds of mission-
critical systems effectively, so that they can run according to the expected
state in different environments, has become a key problem to be resolved.

Survivability enhancement is an enhanced design and proposed coun-
termeasures for the weak links of the system, such as intrusion resistance,
identification and recovery. The existing system survivability enhancement
research mainly has the following problems: limited to defensive and bas-
tion technologies and methods (such as redundancy technology, Byzantine
threshold mode, key and isolation technology, etc.). These are static and
passive survivability enhancements, which are too clumsy or even helpless
to deal with the events that may lead to the unavailability of system services,
and it is difficult to meet the needs of practical applications. Therefore, an
automatic flexible and fine-grained active management method is expected
to enhance the system survivability. Cognitive Computing is a new way
to solve the self-management of complex heterogeneous systems, which
has received high attention from the military and prominent international
companies since it was proposed. Its goal is to make the system have the
ability of self-awareness, reasoning, interaction and learning, etc. By intro-
ducing the cognitive mechanism into the study of survivability enhancement,
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it will make qualitative changes in the concept and idea of survivability
research and design. The cognitive network has the ability to sense the
current network state and the external environment, and utilizes the perceived
network state and external environment information to correctly plan, decide
and execute the configurable elements of the network, so as to achieve the
goal of “using technology to manage technology” of the network system
[2–4]. Self-configuration [5, 6] based on external environment information
and system behavior of aware computing, study how to make the system
analyze and infer the trend of environmental changes, the distribution trend of
system resources, and the prior knowledge of users in the process of running,
respond to dynamic changes in its external environmental information and
user application requirements, and make appropriate configuration response
according to survivability requirements. Thus, the system survivability in the
uncertain environment can be effectively enhanced.

Due to its good characteristics in self-management and evolution ability,
the cognitive network has received extensive attention from governments and
research institutions, including IBM, HP, Sun, and other commercial compa-
nies. So far, research on the application of autonomic computing in the field
of networks has obtained certain achievements. In literature [7], a dynamic
QoS self-configuration framework was proposed to solve the problem that
user’s QoS can not be directly applied to next-generation networks (NGN)
such as integrated services and differentiated services in the traditional net-
work system. This framework incorporated utility function and the interrupt
mechanism, where the utility function was used to indicate the priority of the
user’s QoS, and the interrupt mechanism was used to dynamically correct the
priority in the process of transmitting the data packet. Because of the self-
configuring active feature, the problem of user QoS degradation in the case
of network congestion had also been improved. A highly flexible applica-
tion component structure was proposed in literature [8], which was mainly
applied to the control application system. It was an architecture that can be
automatically deployed in real time. The architecture was highly scalable,
by embedding multiple different dynamic decision points simultaneously in
the appropriate parts of the software, and it took appropriate configuration
actions to automatically solve the problems caused by dynamic decision-
making, and can evaluate the current software running status. A trust-tolerant
and scalable self-configuration algorithm for organic computing systems was
proposed by Nizar et al. [9]. The purpose was to use the service load on
the average distribution node as a typical load balancing scheme. On the
other hand, adding services with different levels of importance to the nodes
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made it easier for more critical services to be assigned to nodes with high
reliability. At the same time, the algorithm also included a fault handling
mechanism that enabled the system to continue to host the service even in
the presence of a fault. A self-configuration scheme was proposed by Yaqub
et al. [10] to select the optimal wavelet decomposition level, adaptively select
the training set and features, and optimize the wavelet decomposition level
selection to maximize the energy bandwidth of the fault signature signal. The
support vector machine was used to construct the fault diagnosis model, and
its performance and robustness were verified for data of different severity.
Literature [11] summarized the architecture of self-organizing networks, and
discussed the issue of autonomous physical unit identifier allocation and
radio resource allocation schemes and self-organizing network optimization
strategies. An automatic network deployment mechanism based on SDN
was proposed by Mohamed et al. [12]. By discovering the reachable SDN
controller and then choosing to connect to the most appropriate one, the
new SDN was added and set in the wireless router when the controller was
unavailable. An autonomous configuration framework for middleware was
proposed in literature [13], in which the system automatically configured and
adjusted the configuration parameters of the system through the perceived
dynamic changes of the load. The framework mainly seek a method to
optimize resource allocation through a performance change prediction model
based on a hierarchical queuing network, so that the system had self-adjusting
ability and can adapt to environmental changes to meet user QoS. In literature
[14], the mobile agent technology and P2P were combined, and the self-
configuration feature was added. Based on this, a self-configuration system
architecture based on policy was proposed, and a BestPeer P2P system was
established. The system can independently configure various components and
components according to a predetermined strategy, and at the same time a
self-configuring system evaluation method was proposed, which can com-
prehensively analyze and evaluate the system according to various automatic
configuration evolution examples of the software system. In literature [15],
an adaptive configuration framework of database system was put forward to
address the problem that the database system load with high dynamic changes
in the cloud computing environment can not guarantee the quality of service.
The framework can automatically adjust the system resource configuration
according to the dynamic changes of the load, thus ensuring the quality of
service required by users.

As mentioned above, the existing configuration methods generally lack
of intelligence and flexibility. Firstly, once the resource allocation method is
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determined for the system, the system can no longer make adaptive changes,
and then can only rely on manual intervention by users or administrators.
Secondly, the execution status and results of the scheduling policy cannot be
fed back to the service sender in time, and adjustments cannot be made in time
according to various conditions that occur. In view of the above problems,
in this paper, an efficient resource self-configuration method is studied to
optimize the allocation of resources. Resources are dynamically allocated
and divided according to external environment changes and different service
requirements of users. Meanwhile, the core issues such as dynamic expansion
and optimization of self-configuration behavior, consistency and integrity of
self-configuration are considered. With the main goal of diversified service
demand and efficient use of system resources, the services provided by the
system are maintained at a satisfactory level without human intervention,
meeting the requirements of system survivability growth.

2 Problem Definitions

2.1 Introduction of Utility Functions

The emergence of utility theory promotes the development of consumption
theory. Utility represents a kind of subjective feeling, which is an abstract
concept. It is impossible for users to get the specific quantity size through
measurement, but they can only use the comparison method and judge the
order of superior by the given ordinal number. It is often used to analyze the
satisfaction of consumers in the whole process of consumption. Consumers
can sort the multiple feasible consumption schemes into a sequence similar
to the real number size. And in this process, the utility function can describe
the superior judgment of the consumption scheme.

At present, the application of utility function in the field of computer
has become a hot topic, and many scholars have paid attention to it. In the
network field, the utility function can be used to measure the satisfaction
of the users who use the system. The order of user QoS priorities is pre-
arranged according to the utility function, so that the utility of the system
under the network condition is maximized under the constraints of resources.
In the process of studying the configuration problem of network resources,
the QoS grading of user services and the efficiency of network information
systems are both key indicators for evaluating the performance of network
resource configuration. If only considering the QoS maximization of the user
service or the high efficiency of the network system, any single target will
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cause problems in the solution result. The utility function is used to describe
the user’s QoS in this paper, which can more accurately describe the current
system state, and in turn, the strategy and guidance are made for the efficient
operation of the system in this state.

2.2 Description of Self-configuring Process

A self-configuring system mainly includes five aspects: external environment
factors, managed resources, environment awareness, self-configuration man-
agers, and self-configuration strategies. Among them, the managed resources
belong to the passive allocation, and the self-configuration manager and
the self-configuration strategy belong to the main initiator and performer
of the configuration activity. On the basis, the environment awareness is
the bridge between them. The main task of environment awareness is to
be responsible for forwarding the underlying environmental information to
the upper layer application and providing configuration motivation. The self-
configuration manager is responsible for analyzing, planning, and deciding
the collected environmental information, and finally, the self-configuration
behavior is completed dynamically according to the self-configuration policy.
Although there are many ways to implement self-configuration technology,
they are all related to specific areas. Traditional self-configuration techniques
have been unable to adapt to the current complex and changeable computing
environment.

In order to effectively overcome the difficulties in the process of resource
allocation, a multi-dimensional dynamic programming framework is con-
structed in this paper, which solves the problem through modeling analysis
under certain constraints and constraints. Thus, three sub-problems to be
solved are obtained: determining the priority sequence of user services, find-
ing the optimal resource allocation scheme, optimizing the time allocation
window, and then solving them one by one.

The resource allocation problem is described as follows: Suppose there is
a service or application set Services = (S1(t), S2(t), . . . , S|S|(t)), where |R|
represents the number of services or applications, and S(t) means that the ser-
vice set assigns the time attribute to each service or application. The resource
set in the network is represented by Resource = (R1, R2, . . . , R|R|), and
the size of |R| represents the number of different resources. Qs indicates
the profit and loss rate if service S is not implemented or fails. Similarly,
if each type of resource can be effectively allocated to a service or applica-
tion that needs it, it will produce corresponding benefits inevitably, namely
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efficiency. PRS represents the efficiency of resource R for service S, where
pRS(t) ∈ [0, 1]. When PRS is 0, it means that the resource has no meaning
for the service, and does not have the allocability. On the contrary, PRS
is not 0, indicating that the resource is not 0 for the completion efficiency
of the service, and is assignable. SA(R) represents the set of services and
applications for which resource R are assignable, RE(S) represents a set of
different kinds of resources that the service or application S needs and can
be assigned. On the issue of resource allocation, the decision variable is set
to be xRS(t), indicating the number of resource R allocated to the service S
at time t. Among them, if xRS(t) = 0, it means that no resource allocation
operation is performed. In the description of time, TSS represents the earliest
arrival time of the request of S, TES represents the latest accepted time of
the request; TSS = [TSS , T

E
S ] represents the effective start time of service

S; TSSR represents the earliest point when resource R can provide service
for S, and TESR correspondingly represents the latest time point; The time
period TRRS = [TSRS , T

E
RS ] indicates the effective time when resource R can

successfully provide resources to service S. In addition, the total number of
resource R is represented by UR, and the actual number available at time t is
represented by UR(t).

In the configuration process of network resources, the following chal-
lenges are faced: (1) Resource constraints. When allocating various resources
at time t, it is necessary to ensure that the requested resources do not exceed
the actual available amount of the current resources; (2) Time constraints.
Any resource must be allocated to the various services in a valid allocation
time window; (3) Strategy constraints. That is to say, ensure that all allocation
schemes are valid. It can be expressed by formula (1):

∑
S(t)∈Services

xRS(t) ≤ UR(t), ∀R ∈ Resource

t ∈ [TSRS , T
E
RS ], ∀xRS(t) ≥ 1

[TSRS , T
E
RS ] ⊆ [TSS , T

E
S ]

(1)

The objective function is expressed by Equation (2) as follows:

f = max

 ∏
S(t)∈Services

(1−QS
∏

R∈RE(S)

(1− pRS)xRS(t))

 (2)

The model aims to maximize the number of completed services and
achieve the highest revenue. While taking into account the minimization of
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the profit and loss rate, the resource constraints, strategy constraints and time
constraint are taken as constraints of the model to find optimal allocation of
resources.

3 Self-configuration Algorithm of Cognitive Network

3.1 Determine the Priority Sequence of User Services

The determination of service priority sequence is to reasonably arrange the
order in which resources required by the service and application are allocated.
In the research process of this paper, the utility function index is used to
calculate the accepted priority of service and application, and then sorted
according to the size of the indicator, that is, the service with higher priority
is allocated resources first.

The utility function of user u is defined as UIu, which is expressed by
formula (3):

UIu = Uu(SEu, DEu, Tu, ∂u) (3)

where, SEu represents the service horizontal space, DEu represents the
demand horizontal space, so the type of u is represented by SEu and DEu, that
is to say, in this network environment, SEu and DEu constitute a “many-to-
many” mapping relationship; Tu represents the time factor, and is evaluated
from the perspective of time; ∂u represents the correction factor, and the
system appropriately corrects the user service priority value Priority, that is,
the QoS value, according to different network environments. It can be seen
that the optimization goal of the system can be expressed by the following
formula (4):

UImax = max
u

∑
u

Uu(SEu, DEu, Tu, ∂u) (4)

UI(R) is used to represent the utility function of resource R, and R∗u
represents the resource allocation scheme when the utility is the largest,
expressed by the following formula (5):

∑
u

UI(R) =
∑
u

Uu(SEu, DEu, Tu, ∂u)

R∗u = argmax
R

∑
u

UI(Ru)

s.t.
∑
u

Ru ≤ UR(t)

(5)
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However, this function for evaluating the priority does not take into
account the network environment of system and the status of network
transmission, so it cannot be used as the final decision function, and the
priority sequence of services needs to be corrected. To ensure that the delay
can be within the effective range, the correction factor ∂u in Priority is
described by the obstacle function, which is expressed by the following
formula (6):

∂u =
[dmax − du(t)]1−σu

1− σu
(6)

where, dmax is the maximum value of the delay acceptable to the user service,
du(t) is the actual delay of the current time t, and σu is the penalty factor
that can be adjusted. A higher value of σu means that the system will give a
higher compensation for the immediate timeout delay, and the priority of the
user service will accordingly be higher. Therefore, the corrected priority of
the user service can be expressed by Equation (7):

PRIu = dPriority + ∂ue (7)

among them, Priority represents the service priority obtained by sorting
according to the utility function without considering the current network
environment.

3.2 Finding the Optimal Resource Allocation Scheme

In this paper, the self-configuration problem of resources in the network
environment is mainly studied, which is divided into multiple stages of
solving process, and dynamic programming is used to solve the problem. In
order to improve the efficiency of decision-making, the allocation process
of multiple types of resources can be divided into multiple stages, that
is, a continuous decision variable is transformed into a number of sub-
phases, each of which is responsible for allocating resources to applications
or services. Compared with the general nonlinear programming method,
using dynamic programming to solve the problem of resource allocation
will greatly reduce the time complexity and improve the efficiency of the
solution.

Since there are |R| kinds of resources to be allocated, the general one-
dimensional dynamic programming can not solve the resource allocation
problem well, so the multi-dimensional dynamic programming method is
adopted. At this time, the decision variables are converted into vectors,
and the decision sets are transformed into matrices accordingly. And the
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decision of each stage in the method appears in a multi-dimensional form,
and its dimension is equal to |R|, namely the number of kinds of resources.
The phase variable ω in each sub-phase is divided according to the service
sequence that must be satisfied in each phase. ω = 0, 1, . . . , |ω|, the ωth
phase corresponds to the resource allocation process of the ωth service or
application.

The state variable is denoted as (ST1S , ST2S , . . . , ST|R|S), where each
component STRS represents the number of resource R remaining after the
allocation of the first to S-1th service, that is, the number of resource R
to be allocated to the Sth to the |S|th applications in the future, where
R = 1, 2, . . . , |R|, S = 1, 2, . . . , |S|. The decision variables are described
by (x1S , x2S , . . . , x|R|S), each component xRS represents the total amount
of resource R allocated to the Sth service or application in the Sth to
S + θth stages, and θ represents the maximum number of phases occupied
by resource R allocated to the ωth service request, where R = 1, 2, . . . , |R|,
S = 1, 2, . . . , |S|.

The state transition relationship can be expressed by Equation (8):

x̃R = STRS − xRS (8)

The above indicates the number of resource R allocated to the S + 1th to
the |S|th services.

Through the above analysis, a dynamic programming model is obtained,
as shown in Equations (9) and (10):

f|S|(ST1|S|, ST1|S|, . . . , ST|R||S|) = 1−RE|S|
|R|∏
R=1

(1−pR|S|)xR|S| (9)

fω(ST1ω, ST2ω, . . . , ST|R|ω)

= max
0≤x1ω≤ST1ω

...
0≤x|R|ω≤ST|R|ω

{[
1−REω

|R|∏
R=1

(1− pRω)xRω

]
fω+1

(ST1ω − x1ω, ST2ω − x2ω, . . . , ST|R|ω − x|R|ω)

}
(10)

In order to improve the computational efficiency of the solution, the
approximate dynamic programming method is used to optimize the resource
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allocation, and the corresponding mathematical model can be obtained by
using Equations (11) and (12) as follows:

f|S|(ST1|S|, ST1|S|, . . . , ST|R||S|)= Q|S|

|R|∏
R=1

(pR|S|)
xR|S| (11)

fω(ST1ω, ST2ω, . . . , ST|R|ω)

= max
0≤x1ω≤ST1ω

...
0≤x|R|ω≤ST|R|ω

{[
Qω

|R|∏
R=1

(pRω)
xRω

]
fω+1

(ST1ω − x1ω, ST2ω − x2ω, . . . , ST|R|ω − x|R|ω)

}
(12)

3.3 Optimizing the Configuration Time Window

Assume that the priority sequence SE = (S1, S2, . . . , Sx, . . . , SN ) of the
service or application is now available. The resource allocation scheme for
each service is F = (F1, F2, . . . , Fx, . . . , FN ), and the resource allocation
time for each service is T = (T1, T2, . . . , Tx, . . . , TN ). Each of the compo-
nents Tx is not a moment, while representing the start time Tsx and the end
time Tex of the resource allocation. Tsx represents the time at which the first
service or application begins to be allocated during the resource allocation
process. Similarly, Tex represents the final end time of the resource allocation
for the service.

Here, the corresponding time changes in the resource allocation pro-
cess are also been considered. The process of allocating resources to each
service will have a fixed processing time and will be described as TI =
(TI1, T I2, . . . , T Ix, . . . , T IN ). Each component TIx represents the initial
time TIsx at which the resource allocation is just started and the end time
TIex after the allocation is completed. TMx is equal to the center position
of two time points, where TIx can be determined by the center time TMx,
denoted as TI(TMx) = TIx. Assuming that the optimal allocation time
of each service or application in the resource configuration process is t =
(t1, t2, . . . , tx, . . . , tN ), the pseudo code shown in Table 1 can be used to
obtain the solution of optimal configuration time window:
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Table 1 The algorithm of optimizing configuration windows
Algorithm Optimizing configuration windows
Input: the priority sequence of applications, resource allocation scheme, the time for each
service to allocate resources;
Output: the optimal allocation time t = (t1, t2, . . . , tx, . . . , tN );

1: for (each Sx in SE)
2: find F;
3: for (each Fx in F)
4: find Tx,TIx;
5: get t make pRS(t) is maximal when t ∈ Tx;
6: if (TI(t) ⊆ Tx)
7: tx = t;
8: else
9: set TIsx = Tsx, tm = TMx, tem = pRS(tm);
10: get tm, tem;
11: set TIex = Tex, tn = TMx, ten = pRS(tn);
12: get tn, ten;
13: if if (tem >= ten)
14: tx = tm;
15: else
16: tx = tn;
17: end if
18: end if
19: end for
20: end for

4 Simulation Experiments and Analysis

So far, the existing methods for evaluating survivability of network sys-
tems can be roughly divided into two categories: qualitative assessment
and quantitative assessment of survivability. For qualitative assessment,
the most classic is the SNA proposed by Knight etc. [16], which can
also be used to design and guide survivable network systems. The SNA
method proposes to evaluate the survivability of network systems from the
three perspectives of intrusion prevention, identification attack and recovery
service. Later, the quantitative assessment of survivability has gradually
attracted the attention of researchers, and many research results have been
achieved. In the experiments in this section, the simulation experiments
and results of the proposed algorithm are carried out by using the index
based on semi-Markov process proposed by Bai [17] and the gray corre-
lation analysis index based on information entropy difference proposed by
Wang [18].
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Network Operating
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Virtualization Layer

Physical Layer

OpenVirteX
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OpenDaylig
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OpenDaylig
ht3

API

APIAPI

Figure 1 Experimental verification platform architecture under SDN network.

The experiments are conducted in a SDN network environment using
a three-layer verification platform for simulation experiments, as shown in
Figure 1. The physical layer uses Mininet to define a medium-sized SDN; the
virtualization layer uses OpenVirteX software to create and manage multiple
virtual networks; the network operating system layer controls the entire
network by using the data flow table sent by the OpenDaylight controller.
The underlying physical network is designed to have a topology of 50 nodes
and approximately 25 links. The probability of connection between each pair
of physical nodes is set to 0.5, and the forwarding resources and control
resources of each node and the bandwidth resources of the physical link are
subject to a uniform distribution of [50, 100] respectively. The time window is
used to represent the arrival and departure of the service. Each time window
is 100 time units. Within a time window, set the number of service arrived
to obey a Poisson distribution with the mean of 4, and the survival time of
the service is set as the exponential distribution with the mean of 10 time
windows.
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Figure 2 Trends of the system survivability index with time.

Firstly, the various services and application requirements requested by the
user are sorted according to the utility function. It is the order in which the
network resources are configured. Then the resource allocation problem is
optimized according to the constraints, and the configuration time window is
also optimized. The simulation experiment results are shown in Figure 2(a).
The system reliability index analyzes and judges the survivability of network
system from the perspective of the quality attribute of the system. As can
be seen from Figure 2(a), using the algorithm proposed in this paper to
configure the resources, the reliability of the system can be maintained at
around 90% even under attacks. The system is still able to complete its
critical services, which guarantees high reliability. The connectivity indicator
emphasizes the interconnectivity of the physical and logical structures of
software systems. According to this indicator, the system can tolerate faults
in the event of human damage, failure, or major accidents. As shown in
Figure 2(b), the system connectivity obtained by the simulation experiment
can well guarantee the quality of user service under unexpected conditions.

The three indicators of bandwidth utilization, average response time, and
transmission rate are important attributes for evaluating system performance.
By collecting data, judging descriptions, and then normalizing the above
indicators, the survivability of the final system can be reasonably evaluated.
According to the simulation experiment results, it can be found that the
algorithm proposed in this paper is assessed based on the evaluation method.
As shown in Figure 3, the results show that the survivability of the system
does not change much over time, and remains at a high level. In other
words, this means that the algorithm studied in this paper can improve the
survivability of the system.



The Optimal Resource Self-configuration Method of Cognitive Network 517

Figure 3 Trends of the other system index with time.

5 Conclusions

Aiming at maximizing the satisfaction of user’s QoS, the automatic config-
uration method for system resources is studied for the user service that the
system can provide without manual intervention under normal circumstances.
The method makes use of the perceived internal and external environment
of the system and its own state, and learns from the self-configuration idea
in the cognitive network. By introducing the utility function in the con-
sumption domain as an indicator, a self-configuration method for cognitive
network is constructed to solve the resource allocation, and the resources
are dynamically configured. Through simulation experiments, it is verified
that the algorithm has greatly improved the system reliability, connectivity,
bandwidth utilization, average response time, and transmission rate for the
traditional resource allocation scheme. Thus, the ability that the system
intelligently adapting to the environment is improved, meeting the needs of
survivability growth. The optimal self-configuration algorithm for cognitive
networks studied in this paper is aimed at the network topology with small
scale. If the network topology is too complicated, the complexity of the
problem will be high, which makes the algorithm inefficient. In the future
work, the topology complexity of the network will be taken into account to
improve the efficiency of the algorithm.
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