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Abstract

Video face detection technology has a wide range of applications, such as
video surveillance, image retrieval, and human-computer interaction. How-
ever, face detection always has some uncontrollable interference factors in
the video sequence, such as changes in lighting, complex backgrounds, and
face changes in scale and occlusion conditions, etc. Therefore, this paper
introduces deep learning theory and combines the continuity characteris-
tics of video sequences to make related research on video face detection
algorithms based on deep learning. First, this algorithm uses the residual
network as the basic network of the Single Shot MultiBox Detector (SSD)
target detection network model and trains a Rest-SSD face detection model
to detect faces. Experimental results show that the method can achieve real-
time detection and improve the accuracy of video face detection, which is
required for face detection in a video. Then we based on the continuity
characteristics of video sequences. This paper proposes a video face detection
method based on the training of the Rest-SSD face detection model. The
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method first uses kernel correlation filtering to track consecutive n frames
according to the detection results, sets weights on the confidence of the n
frames of tracking results, uses the weighted average method to calculate
the best tracking result, and then sets the best tracking result confidence
and the current frame sets the appropriate weights for the confidence of
the detection result for fusion, thereby improving the video face detection
accuracy.

Keywords: Deep neural network, SSD target detection, continuous frame
target tracking, kernel correlation filtering.

1 Introduction

Face detection means to determine whether a human face is located within
an image by carefully observing the image after analysis and processing. If
faces are detected, the size and location information of all the faces should be
recorded [1, 2] and marked within the image. However, for face detection in a
video, the determination is no longer based on a still face image but a dynamic
video file; therefore, face detection in a video requires real-time detection.
Moreover, for many problems such as scale changes of faces within the video,
variable and complex backgrounds and obscured faces, the images of a single
frame cannot provide comprehensive information; therefore, researchers have
paid more attention to video face detection using continuity features of video
sequences.

Since the 1990s, scholars in the field of face information research have
focused their research on face detection [3], and the main idea of deep
learning is to build artificial neural networks and train them based on the
calibrated target locations, which are eventually used for target detection.
In 2013, RossGirshick et al. proposed a target detection algorithm, namely
R-CNN (Region-CNN) [4], which uses convolutional neural networks for
the target detection task and paves the way for some subsequent algorithms,
such as Fast-RCNN [5], SPP-NET [6], and Faster-RCNN [7], etc. The Face
R-CNN [8] method is based on the Faster R-CNN framework for face
detection and is optimized for face detection Cascade CNN is a representative
of the transition from traditional detection to deep networks [9], which uses a
cascade to organize multiple classifiers, where each level of the classifier con-
sists of a convolutional neural network and constructs an image pyramid, and
sends the region to be detected into three networks for regression correction
through a sliding window, and usually the first network can eliminate most
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negative samples, while The NMS (Non-Maximum Suppression) algorithm
is used between each network to remove the regions with more overlap. The
subsequent MTCNN network [10] also borrows the idea of the Cascade CNN
model. In the subsequent study [11], a total loss function combining L2 loss
and triadic loss was used to reduce the missed detection; in the literature [12],
a two-layer cascade network was also used; in the literature [13], an image
pyramid was added between the cascade networks; all these improvements
achieved better detection results. In terms of accuracy, the deep learning-
based face detection model is much higher than the traditional face detection
model. However, in terms of detection speed, the former is slower than
the latter. Even if GPU is used, it is not possible to achieve real-time in
practical use.

The deep learning-based face detection method is more capable of meet-
ing the needs of complex environments within videos, but its shortcoming
is that it is computationally intensive and cannot achieve real-time face
detection. At this stage, there is a lot of work to optimize the detection speed.
Among these methods, the best performers include YOLO (You Only Look
Once) [14] and SSD (Single ShotMulti-boxes Detector) [15] neural network
target detection models. The disadvantage is that it is computationally inten-
sive and cannot achieve real-time face detection. At this stage, there is a lot
of work to optimize the detection speed, and YOLO has a more common
detection accuracy compared with Faster-RCNN [16], but the detection is
faster. The main content of this research paper.

In this paper, we improve the SSD target detection model and successfully
introduce it to the face detection task, proposing an improved SSD face
detection method. The method replaces the VGG [17] base network in the
classical SSD target detection framework with a ResNet residual network
structure to extract the corresponding features, and then the extracted features
are fed into the prediction network for detection [18]. Second, a video face
detection method that fuses the target tracking results is proposed based
on the trained Rest-SSD detection model using the temporary and spatial
features of video sequences. This method firstly takes the detection results as
the basis, uses correlation kernel filtering for tracking n consecutive frames,
sets weights for the tracking confidence of n frames, uses weighted averages
to calculate the best tracking results, considers the tracking results as the
prediction of face information in previous frames to face information in the
current frame, and then fuses the best tracking results and the current frame
detection results by setting certain weights, so as to improve the video face
detection accuracy.
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2 Related Work

This paper adopts a deep learning based face detection method, and within
this section, it will focus on the classical SSD network structure, non-
maximal value suppression and evaluation metrics for face detection.

2.1 Classical SSD Network Structure

Figure 1 [19] shows the SSD network model, which is mainly divided into
two parts: the base and prediction networks. The base network is a deep
CNN located at the front end, which uses the image classification network
VGG16 with the classification layer removed for initial feature extraction;
the prediction network is a cascaded CNN located in the back end, which can
extract features at different scales from the feature layers generated by the
base network and perform multiple detection.

2.2 Non-extreme Value Suppression

Searching for local maxima and suppressing non-maximal elements is known
as non-maximal suppression. The goal of face detection is to find the ideal
position for identifying faces by searching for and keeping the optimal frame
among multiple detection frames and removing the redundant ones. The
process of non-maximum suppression is described as follows.

1. The predicted frames are sorted from the highest to lowest values
according to the principle of confidence;

2. The predicted frame with the highest confidence value is selected as the
output frame for face detection;

3. The area of all the predicted frames is determined.
4. The intersection area of the output frame for face detection and the other

predicted frames is divided by their concatenated areas to obtain the
Intersection-over-Union (IoU) value.

Figure 1 Classical SSD network structure.
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Figure 2 Non-maximum suppression of face detection results.

5. Predicted borders whose IoU exceeds the set threshold value are deleted.
6. The abovementioned process is repeated until all the borders are output.

Figure 2 shows the results of face detection using non-maximal suppres-
sion. Five prediction frames are output for the faces in the figure. All the
prediction boxes are sorted from the largest to smallest. The results are set as
A = 0.98, B = 0.83, C = 0.81, D = 0.75 and E = 0.67, and the highest score
A = 0.98 is selected as the output frame for face detection; the area of all the
frames is calculated, and if the overlap area (IOU) with frame A is larger than
the set threshold (generally 0.65), we delete the box. For example, calculate
the IOU of box A and the rest of the B, C, D and E boxes, A and B, D IOU
> threshold, delete B, D boxes, the remaining A, C, E boxes; from the IOU
less than the threshold of C, E boxes continue to select a confidence score of
the highest box, repeat the process has been above, keep the C box to delete
the E box; finally leaving A, C two boxes.
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2.3 Evaluation Indexes of Face Detection

The metrics of face detection model evaluation include face accuracy, face
detection rate and detection time. Among them, the face detection rate is
the percentage of detected faces out of the total number of faces, also called
Recall; the face accuracy rate is the proportion of the actual number of faces
out of the total number of detected faces. Generally speaking, the perfor-
mance of models with high accuracy and detection rates is more outstanding.
The ROC curve can also be used to evaluate the model, which is a coordinate
system consisting of the detection rate as the vertical coordinate and the
percentage of false detections among the total number of non-faces as the
horizontal coordinate, which is the “subject operating characteristic” (ROC).
It is the abbreviation of the “Receiver Operating Characteristic” curve.

3 Proposed Methods

3.1 Dataset Preprocessing

The images of the WiderFace dataset [20] are selected from public places,
and there are 61 images of scenes, such as traffic and party images; there are
also faces with different postures, scales and numbers within the same image,
among which the percentages of the validation, training and test sets are 10%,
40% and 50%, respectively. Because the real label information of the face
frame is not provided within the test set, this experiment treats the validation
set as the test set and verifies the experimental results. The FDDB dataset [21]
is mainly used for constrained face detection research, which selects 2845
images taken in the field environment, from which 5171 face images are
selected. It is a widely used and authoritative face detection platform.

3.2 Loss Function

Let xij = {1, 0} denote the i-th preset frame matching the j-th real face
label frame, a label frame can match more than one preset frame, so there
is
∑

i xij ≥ 1. The total loss function is the weighted sum of the localiza-
tion loss (loc) and confidence loss (conf), and the expression is shown in
Equation (1).

L(x, c, l, g) =
1

N
(Lconf (x, c) + aLloc(x, l, g)) (1)

In this equation, N is the total number of predefined frames that can be
matched with the real face label frame is represented, and if the value is 0,
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the loss value is 0 and the weight factor a is set to 1. The localization loss
Lloc represents the smooth − L1 loss between the real face labeled border
g parameter and the predicted border l. The prediction frame is actually a
regression of the width w, center (cx, cy) and height h of the predefined
border, which can be seen in Equation (2).

Lloc(x, l, g) =
N∑

i∈Pos

∑
m∈(cx,cy,w,h)

xijsmoothL1(l
m
i − ĝmj ) (2)

In this case, lmi represents the offset between the predicted frame and the
mth predefined frame. The reason for optimizing the localization loss func-
tion is to obtain the optimal lmi to minimize the localization loss Loc(x, l, g).
ĝmj represents the offset between the real labeled frame of the face and the mth
predefined frame. Relying on Equations (3), (4), the parameter (cx, cy, w, h)
of the offset value can be calculated.

ĝcxj = (gcxj − dcxi )/dwi ĝcyj = (gcyj − dcyi )/dhi (3)

ĝwj = log

(
gwj
dwi

)
ĝhj = log

(
ghj

dhi

)
(4)

In this, gwj , g
h
j , (g

cx
j , gcyj ) represents the width, height and center point

coordinates of the real face label box, respectively, and dwi , d
h
i , (d

cx
i , dcyi )

represents the width height and center point coordinates of the preset box,
respectively. Based on the following Equation (5), the smooth−L1 loss can
be obtained:

smoothL1(x) =

{
0.5x2 if |x| < 1
|x| − 0.5 others

(5)

Since there are only faces and backgrounds in the face detection task,
the confidence loss is the binary confidence softmax loss, as shown in
Equation (6):

Lconf (x, c) = −
N∑

i∈Pos

xij log(ĉi)−
∑

i∈Neg

log(ĉi) (6)

Where the value of xij = {1, 0} takes 1 means that the i-th preset box
matches to the j-th face real label box, ci means the confidence of the i-th
preset box corresponding to the face, ĉi = exp(ci)∑

exp(ci)
means the softmax
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function of positive or negative samples, and the first half of the formula is
the loss of positive samples, i.e., the loss of the face, and the second half is
the loss of negative samples, i.e., the loss of the background.

3.3 Matching Strategy

During training, real label frames need to be created to correspond with
the present frames. The matching strategy of the Rest-SSD face detection
network is as follows.

First, the position of the present box with the most obvious IoU (overlap
rate) with the real labeled box on the face is specified, and it is taken as the
initial match for this labeled box. In this way, multiple face frames within the
image will form multiple such matches to ensure that all face frames have
a present box that can achieve a match. In general, the present box that can
match the real face label box is called a positive sample, otherwise it is a
negative sample. In the second step, the remaining present frames that do
not achieve a match are searched for and the face real label frame whose
IoU exceeds a certain threshold value is used as the matching frame. In
this way, the label frame can be matched with several predefined frames.
It is necessary to ensure that a face real label box can achieve matching
with several preset boxes. However, if a preset box can achieve matching
with several label boxes, the preset box can only achieve matching with
the face real label box with the largest IoU, and the threshold value is set
to 0.5 here.

3.4 Set the Scale and Aspect Ratio of the Preset Box

The required face present frame in this paper does not correspond to the actual
perceptual field of each layer of the network. Assuming that m feature maps
are predicted, the scale of the present frame within each layer of the feature
map can be found according to the following Equation (7):

sk = smin +
smax − smin

m− 1
(k − 1), k ∈ [1,m] (7)

The values of smin and smax are taken as 0.2 and 0.9, respectively, which
represent the lowest and highest prediction convolutional layers with scales
of 0.2 and 0.9, respectively, and the scales of all the prediction layers in the
middle have a linear increasing trend. The width-to-height ratio used should
also change when the prediction frame is different. Assuming that the width-
to-height ratio is ar ∈ {1, 2, 3, 12 ,

1
3}, then the height of either prediction
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Figure 3 Improved SSD network structure.

frame can be found by the formula: wn
k = |sk|

√
ar, and the formula for

its height is hak = |sk|/
√
ar. In this case, |sk| represents the actual size of

the present box calculated by multiplying the image size and the scale sk. If
the aspect ratio is 1, then a square preset box with scale s′k =

√
sksk+1 is

added. In this way, six present boxes are formed at each feature map position.
Assume that the center of all the present boxes is ( i+0.5

|fk| ,
j+0.5
|fk| ), i, j ∈ [0, |fk|]

in which |fk| represents the kth square feature map. In fact, to get the optimal
values of the scale and aspect ratio of the present boxes, they should be
carefully designed with a specific data set.

3.5 Network Structure

This paper replaces the base network in the original SSD network model
with residual network (ResNet18) for initial extraction of face features to
prevent network degradation as the layers of the deep CNN deepen; Figure 3
shows the network model. The base network is ResNet18, a residual network
with a shortcut connection structure, and the prediction network is still a five-
layer SSD-enhanced convolutional layer to extract different scale features and
perform multiple detection tasks.

The image input to the RestNet18 residual network passes through
7 × 7 × 64 convolutional layers, then through 2 + 2 + 2 + 2 = 8 building
blocks, each of which has 2 layers, so there are 8 × 2 = 16 layers, and
finally, there are average pooling (fc) layers for 18 layers of neural network
feature units, of which the first 17 layers are used for feature extraction and
the last layer is used for output. The improved SSD face detection uses the
first 17 layers of ResNet18 as the base network, and its specific base network
structure is shown in Table 1.
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Table 1 Basic network structure table

Layer Name Layer Type Core Size/Step/Fill Output Feature Map Size

Input Image RGB Pictures – 3 × 300 × 300

Convl/relu1 Convolution/ReLu 64 × 7 × 7/2/3 64 × 300 × 300

Pool Max pooling 64 × 3 × 3/2/1 64 × 150 × 150

Conv2 l/relu2 1 Convolution/ReLu 64 × 3 × 3/1/1 64 × 150 × 150

Conv2 2/relu2 2 Convolution/ReLu 64 × 3 × 3/1/1 64 × 150 × 150

Conv3 1/relu3 1 Convolution/ReLu 128 × 3 × 3/2/1 128 × 75 × 75

Conv3 2/relu3 2 Convolution/ReLu 128 × 3 × 3/1/1 128 × 75 × 75

Conv4 1/relu4 1 Convolution/ReLu 256 × 3 × 3/2/1 256 × 38 × 38

Conv4 2/relu4 2 Convolution/ReLu 256 × 3 × 3/1/1 256 × 38 × 38

Conv5 1/relu5 1 Convolution/ReLu 512 × 3 × 3/2/1 512 × 19 × 19

Conv5 2/relu5 2 Convolution/ReLu 512 × 3 × 3/1/1 512 × 19 × 19

Table 2 Forecast network structure table

Layer Name Layer Type Core Size/Step/Fill Output Feature Map Size

Conv6 l/relu6 1 Convolution/ReLu 1024 × 3 × 3/1/6 1024 × 19 × 19

Conv6 2/relu6 2 Convolution/ReLu 1024 × 1 × 1/1/0 1024 × 19 × 19

Conv7 l/relu7 1 Convolution/ReLu 256 × 1 × 1/1/0 256 × 19 × 19

Conv7 2/relu7 2 Convolution/ReLu 512 × 3 × 3/2/1 512 × 10 × 10

Conv8 l/relu8 1 Convolution/ReLu 128 × 1 × 1/1/0 128 × 10 × 10

Conv8 2/relu8 2 Convolution/ReLu 256 × 3 × 3/1/0 256 × 5 × 5

Conv9 l/relu9 1 Convolution/ReLu 128 × 1 × 1/1/0 128 × 5 × 5

Conv9 2/relu9 2 Convolution/ReLu 256 × 3 × 3/1/0 256 × 3 × 3

Conv10 l/relu10 1 Convolution/ReLu 128 × 1 × 1/1/0 128 × 3 × 3

Conv10 2/relu10 2 Convolution/ReLu 256 × 3 × 3/1/0 256 × 1 × 1

Behind the basic network, the prediction network structure adds a series
of multiscale convolutional feature layers, which differ in convolutional
kernel size, step size and padding. Table 2 shows the multiscale feature layers
of the prediction network, where conv6 2, conv7 2, conv8 2, conv9 2 and
conv10 2 are connected to the convolutional detector as the feature layers to
be predicted for detecting the picture of the face. Additionally, conv3 x and
conv5 x of the base network are also used as the convolutional feature layers
of the scale.

As the scale, number and aspect ratio of the preset boxes in the feature
maps of different scales differ, the parameters of the preset boxes in each
layer also differ, and their set parameters are presented in Table 3.
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Table 3 Preset frame parameter settings
Feature Preset Aspect Ratio Number of

Layer Name Map Size Box Size of Preset Boxes Preset Boxes
Conv3 2/relu3 2 75 × 75 30∼60 {1,2,1/2} 75 × 75 × 4 = 22500
Conv5 2/relu5 2 19 × 19 60∼111 {1,2,3,1/2,1/3} 19 × 19 × 6 = 2166
Conv6 2/relu6 2 19 × 19 111∼162 {1,2,3,1/2,1/3} 19 × 19 × 6 = 2166
Conv7 2/relu7 2 10 × 10 162∼213 {1,2,3,1/2,1/3} 10 × 10 × 6 = 600
Conv8 2/relu8 2 5 × 5 213∼264 {1,2,3,1/2,1/3} 5 × 5 × 6 = 150
Conv9 2/relu9 2 3 × 5 264∼315 {1,2,1/2} 3 × 3 × 4 = 36
Conv10 2/relu10 2 1 × 1 315∼366 {1,2,1/2} 1 × 1 × 4 = 4

    
(a)                                 (b) 

Figure 4 (a) Results of simultaneous face tracking and detection in the Tth frame; (b) Results
of simultaneous face tracking and detection in the T + 1th frame.

3.6 Video Face Detection Algorithm Incorporating Continuous
Frame Target Tracking Results

Video face detection in the video face detection due to the special characteris-
tics of the video sequence, the face is constantly moving, there will be missed
detection due to incomplete display of the positive face or semi-obscured.
Therefore, we consider the target tracking algorithm as a temporal feature to
be added to the video face measurement to improve the video face detection
accuracy and avoid missed detection. As shown in Figure 4(a), when face
detection and tracking are performed simultaneously, both detection and
tracking can be well achieved in the Tth frame of the video, but as shown
in Figure 4(b), the face is not detected but the tracking result appears in the
T + 1th frame, so the face tracking result can predict the face position in the
next frame to strengthen the detection confidence and thus improve the face
detection accuracy in the video.



556 Y. Liu et al.

    
(a)                                       (b) 

Figure 5 (a) Current frame detection result + continuous frame tracking result; (b) Contin-
uous frame tracking and detection fusion results.

The tracking algorithm is used in this study to improve the accuracy of
the detection algorithm. First, each detection result in each frame is the target
to be tracked, and it is used as the starting point to implement the target
tracking for a continuous m frames. In this way, except for the m-frames
at the beginning and end of the video, each frame has the tracking results
from the previous m-frames as well as the detection results generated by
Rest-SSD face detection. For this purpose, it is assumed that the speed of the
face in the frame remains constant and its position remains in a continuous
state of change when the camera lens is moving at a constant speed or is
stationary. The position of the face in the next frame is still next to the face
in the previous frame, and there is always a clear overlap between the face
surrounds in the previous frame and the next frame, as shown in Figure 5(a).
The continuous frame tracking and detection fusion results are shown in
Figure 5(b).

According to the principle that the closer the tracking result is to the
current frame, the more accurate the tracking result is in general. The con-
fidence weight of the tracking result of the previous frame is set to a, the
confidence weight of the tracking result of the first two frames is a2, and so
on for the tracking confidence weight of the first m frames. The best tracking
position of the current frame is calculated by using the weighted average form
consecutive frames, as shown in Equation (8).

x = x1w1 + x2w2 + · · ·+ xmwm (8)

Where x is the four vertex coordinates of the tracking frame in the current
frame, xi(i = 1, 2 . . .m) is the four vertex coordinates of the tracking frame
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in the previous i frames, and wi is the confidence weight of the tracking result
in the previous i frames.

Finally, the confidence of the best tracking position is fused into the face
detection result. The face detection confidence score is shown in Equation (9).

Scorei = kd × detection Scorei + kt × tracking Score (9)

Where detection Scorei is the improved SSD face detection confidence
of the i frame, tracking Score is the calculated best tracking position con-
fidence, and Scorei is the face detection confidence of the i frame. kd and
kt are the weights of the detection and tracking results, respectively. This
method can effectively reduce the missed detection due to face pose changes
and occlusion.

4 Experimental Results

4.1 Datasets

In this paper, the validation set and FDDB dataset from the WiderFace dataset
were used for the experiments, and the models were evaluated and analyzed
using two evaluation methods: Average -Precision (AP) and ROC curve.

4.2 Experimental Configuration

This study uses PyTorch’s deep learning framework to change the SSD
based network to ResNet18 to retrain the Rest-SSD face detection model.
The Rest-SSD network model crops the input image to 300 × 300 size and
initialises the network model parameters using Xavier; the initial learning
rate of the network model is 0.0001, and the learning rate is 0.0001. When
the number of training iterations reaches 80,000, the learning rate is modified
to 0.00001. Thereafter the number of training iterations increases by 20,000,
and the learning rate decreases by 1/10. The maximum number of iterations
is 120,000, and the batch data size is 16.

4.3 Experimental Results

4.3.1 Average detection rate
In this paper, we use AP metrics to evaluate the trained Rest-SSD face detec-
tion model and the classical method VJ, the LDCF+ algorithm with better
detection effect in non-deep learning, and the Faceness algorithm, MTCNN
algorithm, HR algorithm, Face R-CNN algorithm, and SSH algorithm with
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Table 4 Experimental results comparison table
Face Simple Test Medium Test Difficult Test
Detection Methods Set (AP) Set (AP) Set (AP)
VJ 0.412 0.333 0.137
LDCF+ 0.797 0.772 0.564
Faceness 0.716 0.604 0.315
MTCNN 0.85 0.82 0.6
HR 0.923 0.910 0.819
Face R-CNN 0.930 0.918 0.831
SSH 0.927 0.915 0.844
Rest-SSD 0.937 0.921 0.834

Table 5 Average operating efficiency comparison
Face Detection Methods Average Operating Efficiency (FPS)
Faceness 20
LDCF+ 2.5
MTCNN 16
Faster-RCNN 3
Face R-CNN 7
Face-Boxes 20
S3FD 36
Rest-SSD 46

better detection effect in current deep learning, and according to the number
of faces within the picture, we can classify the WiderFace validation set into
three difficulty test sets: easy, medium and hard. The empirical results are
shown in Table 4.

4.3.2 Average operating efficiency
Based on the FPS metric as the object, the operational efficiency of the Rest-
SSD face detection network was systematically evaluated and the results
obtained are presented in Table 5. One thousand images were selected and fed
into the model to be predicted, consuming a total of 21.7 s. The operational
efficiency of Rest-SSD was calculated, and its value was 46 FPS, which far
exceeds the values of some classical networks.

4.3.3 Comparative analysis of FDDB datasets
In this paper, the trained Rest-SSD face detection model and the AdaBoost
algorithm, which has the best binary classification effect among the tradi-
tional face detection algorithms, are experimentally compared in the FDDB
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Figure 6 ROC comparison curve.

dataset and evaluated by plotting ROC curves. The experimental results are
shown in Figure 6. As shown in this figure, the classification performance of
the face detection algorithm of Rest-SSD is better than that of the traditional
AdaBoost algorithm.

4.4 Face Detection Results of Fused Tracking Results

There are two kinds of target tracking algorithms: discriminant model track-
ing algorithm and generative model tracking algorithm. Among them, the
latter refers to the establishment of a correlation model for the target region
based on the current frame and the search for the region most similar to
the model in the next frame, such as Kalman filtering, particle filtering and
other tracking algorithms. The former is to extract the target and background
information to train the classifier, separate the target from the background,
and use the idea of classification to find the position most similar to the target.
The biggest difference between them is that the classifier in discriminant
tracking algorithm adopts machine learning and background information for
training process, so the classifier can distinguish the target and background
more accurately, so the discriminant method is generally better. In this study,
the discriminant class tracking algorithm – Kernel Correlation Filter (KCF)
tracking algorithm was used.
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(a)                                (b ) 

Figure 7 (a) Before fusion tracking Detection results; (b) Detection results after fusion
tracking.

In the experiment, in order to avoid the tracking algorithm having errors
causing too high confidence in the region without faces, the weights of the
tracking results should be set reasonably. Through several tests, it is found
that the weight kt of the tracking algorithm and the weight kd of the detection
algorithm in the experiment are 0.5 and 1. In the experiment, because the
tracking results of more than 5 consecutive frames have errors, this paper
uses 5 consecutive frames for tracking, and the confidence weight of the
previous frame tracking is set to 0.5, the confidence weight of the previous
frame tracking is (0.5)2, and so on.

The experimental results are shown in Figure 7. Figure 7(a) shows the
detection and tracking before the fusion tracking result, and only the tracking
result, and Figure 7(b) shows the detection result after the fusion tracking,
which effectively solves the situation that faces are not detected in the video
due to pose change and semi-occlusion.

In this paper, the video face detection performance comparison test of
RestNet-SSD face detection and fusion tracking results of video face detec-
tion is conducted using the video part video about face in aloveface video
dataset, and the experimental results are shown in Table 6.

From experimental results, it can be learned that video face detection
with fused tracking results increases the detection accuracy of Rest-SSD
face detection to some extent. This is because when the confidence level of
the face detection result is low, it will determine that no face is detected;
however, when the tracking result occupies a certain weight, it will increase
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Table 6 Comparison table of experimental results
Video Video Frames Rest-SSD Video Fusion Tracking Results of Rest-SSD
Serial Number with Faces Face Detection Video Face Detection
1 294 frames 182 frames 193 frames
2 230 frames 114 frames 189 frames
3 699 frames 335 frames 405 frames
4 496 frames 296 frames 367 frames
5 465 frames 407 frames 431 frames
6 525 frames 453 frames 483 frames
7 1629 frames 1356 frames 1369 frames

(a) 

 
(b) 

Figure 8 (a) Rest-SSD face detection results; (b) Face detection results with fused tracking
results.

the confidence level of the face detection result, which will lead to a certain
improvement in the accuracy of the detected face.

Figure 8 shows the results of face detection in the aloveface video
dataset. Group (a) images are the results detected when target tracking is
not introduced into the set. The face miss detection problem often occurs due
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to a variety of factors, where faces that can be detected in some frames are,
however, given low confidence by the detection algorithm in other frames due
to a variety of factors. The introduction of the target tracking algorithm yields
the results shown in the images of groups (b). In this study, by introducing the
target tracking algorithm, the connection between the front and back frames
is enhanced, and the confidence level of the detection results is substantially
improved, reducing the probability of missing detection problems.

5 Conclusions

In this paper, we study methods such as video face detection with deep
learning related theories as the research background, and the work done is
summarized as follows: an improved SSD face detection method is proposed,
which uses ResNet residual network as the base network of SSD network
model to train a Rest-SSD detection model for face detection. The base net-
work in the neural network extracts features input to the prediction network
for detection at different scales, while the network generates a score for each
face in the prediction stage for each preset box, and finally a non-maximal
suppression method is used to generate detection results. The experimental
results show that the method improves the video face detection accuracy and
is suitable for face detection in videos.

In addition, this paper illustrates the association between face detection
and target tracking, and views the prediction generated by the target tracking
algorithm as a temporal feature, and fuses the tracking results within the
Rest-SSD face detection results to reduce the probability of the occurrence
of the missed detection problem caused by face occlusion and pose change.
Finally, an experimental approach is taken to verify whether target tracking
can improve face detection accuracy. Experimental results show that by
introducing the target tracking algorithm, the connection between the front
and back frames is enhanced, the confidence of detection results is greatly
improved, and the probability of missing detection is reduced.
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