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Abstract

In general, the importance of 6DoF (degree of freedom) 3D (dimension)
volumetric contents technology is emerging in 5G (generation) telepresence
service, Web-based (WebGL) graphics, computer vision, robotics, and next-
generation augmented reality. Since it is possible to acquire RGB images
and depth images in real-time through depth sensors that use various depth
acquisition methods such as time of flight (ToF) and lidar, many changes
have been made in object detection, tracking, and recognition research. In
this paper, we propose a method to improve the quality of 3D models for 5G
telepresence by processing images acquired through depth and RGB cameras
on a multi-view camera system. In this paper, the quality is improved in two
major ways. The first concerns the shape of the 3D model. A method of
removing noise outside the object by applying a mask obtained from a color
image and a combined filtering operation to obtain the difference in depth
information between pixels inside the object were proposed. Second, we
propose an illumination compensation method for images acquired through
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a multi-view camera system for photo-realistic 3D model generation. It is
assumed that the three-dimensional volumetric shooting is done indoors, and
the location and intensity of illumination according to time are constant.
Since the multi-view camera uses a total of 8 pairs and converges toward
the center of space, the intensity and angle of light incident on each camera
are different even if the illumination is constant. Therefore, all cameras take a
color correction chart and use a color optimization function to obtain a color
conversion matrix that defines the relationship between the eight acquired
images. Using this, the image input from all cameras is corrected based on
the color correction chart. It was confirmed that the quality of the 3D model
could be improved by effectively removing noise due to the proposed method
when acquiring images of a 3D volumetric object using eight cameras. It
has been experimentally proven that the color difference between images is
reduced.

Keywords: 5G telepresence, web-based graphics, point cloud, 3D recon-
struction, RGB-D, illumination compensation, color correction.

1 Introduction

Recently, new multimedia technologies in 5G network such as virtual real-
ity and augmented reality in which mixed 3D graphics technology and
photo-realistic technology are rapidly developing. In such an environment, a
360-degree free-view-type experience must be basically provided regardless
of the user’s location and viewpoint, so an omnidirectional 3D model based
on photo-realistic data is becoming essential. The omnidirectional data is
largely divided into two categories. The first is omnidirectional data about
space [1], and the second is 3D data about objects. Although the expres-
sion “omnidirectional” is used for both data simultaneously, there is a big
difference in that the camera system for acquiring this information shows
an outward-facing and converging inward forms. In this paper, we intend to
discuss the field for acquiring 3D photo-realistic objects for the latter case.
In this case, like the former, the camera system is composed of multiple
views, and the camera’s optical axis has a converging shape or a cylindrical
shape to the center. The easiest and most common method for extracting
graphics models for 3D objects is photogrammetry [2–4].

Since the Microsoft research team announced KinectFusion in
2011, research on generating omnidirectional 3D models using multiple
RGB-Depth cameras has been actively conducted [5, 6]. Before 3D model
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generation using multiple RGB-Depth cameras, it is necessary to integrate
point clouds of objects acquired from each camera into one coordinate
system. This process is called point cloud registration (or reconstruction).

The geometric error of depth image and point cloud data generated from
RGB-D camera is determined by sensor accuracy, the distance between
subject and camera, interference of structured light between cameras, motion
blur caused by the rapid movement of the object, illumination frequency,
subject color, etc. It occurs due to various causes [7]. This geometrical error
distorts the shape in 3D space. In addition, it has a significant influence on the
quality of mesh restoration and data-to-data calibration from depth image and
point cloud data. In this paper, geometrical errors in depth images generated
while generating depth and 3D objects acquired through RGB-Depth cameras
on a multi-view camera system are improved, and geometric errors of point
cloud data converted from depth images are improved. Furthermore, we
propose a method for improving the quality of a 3D image obtained from
RGB-Depth that performs the process.

Many illumination compensation techniques have been studied in various
fields. Efforts were made to calculate the shape recognized by human obser-
vation by using the characteristics of the human visual system (HVS), which
were many early studies. Retinx-based studies are representative. The Retinex
theory refers to a method in which the human visual system recognizes the
relative brightness with the surroundings rather than recognizing the scene’s
brightness at a specific location when recognizing a scene. Among these
studies, ACE [8], RACE [9], and the study by Vonikakis et al. [10] are
representative. However, among other studies, many studies performed illu-
mination compensation without using the human visual system (HVS) at all.
These include the Foused Logarithmic Transform (FLOG) method [11], the
Schlick algorithm [12], the wavelet-based algorithm [13], the image enhance-
ment algorithm in the DCT domain [14], the histogram-based transformation
method [15,16], There are illumination invariant color spaces technique [17],
genetic algorithm [18], and intrinsic image technique [19]. Although slightly
different from these, techniques applied to video sequences have also been
studied [20, 21]. This paper proposes an illumination compensation method
based on a color optimization function based on the illumination invariant
color space. The proposed method is an algorithm that can be integrated with
the camera calibration process and provide the same brightness and color for
images output from multiple cameras under an indoor studio environment.

This paper is structured as follows. Section 2 describes the 3D volumetric
scanning method we use. Section 3 discusses two aspects of techniques for



732 B.-S. Park et al.

improving the quality of 3D models. Section 4 presents the experimental
results on the effectiveness of the proposed method, and Section 5 concludes
the paper.

2 Registration of 3D Volumetric Model

This section briefly describes the 3D volumetric scanning system to be
implemented and introduces how to generate a photo-realistic 3D volumetric
model using this system.

2.1 3D Volumetric Scanning

An RGB-D camera equipped with a depth and RGB sensor is used to generate
a photo-realistic-based volumetric 3D model for 5G telepresence service.
Since the goal is to generate a 3D model that can be observed from any
position, eight pairs of RGB and depth (RGB-D) cameras are placed at vari-
ous viewpoints of the object. Before generating the 3D model, a point cloud
that follows the coordinate system of the depth camera is obtained from each
camera using the depth and RGB images taken through the RGB-D camera,
and the 3D mesh model is generated using this. The location of 8 RGB-D
cameras was configured using stand-type shooting equipment with cameras
installed above and below to capture objects from all heights. In addition, and
in order to take pictures of the object from all directions, four sets of stands
were placed in the front, back, and side four directions. Figure 1 shows the
camera system installed in this paper. Figure 1(a) shows the shooting range
in the vertical direction, and Figure 1(b) shows the shooting range in the
horizontal direction.

(a) (b)

Figure 1 3D point cloud shooting system (a) vertical, (b) horizontal photographing angle
and range.
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Figure 2 6DoF-based 3D volumetric model sequence generation for 5G telepresence
service.

Figure 2 shows the photo-realistic-based 3D volumetric model generation
algorithm for 5G telepresence service. First, multiple RGB and depth maps
are acquired from a multi-view RGB-D camera. RGB and depth sensors
contain errors and distortions with distance. Therefore, it is necessary to
minimize the geometric error of the depth map when generating a 3D model
using an RGB-D camera. Next, filtering is added to the depth camera as a
way to remove geometrical errors for depth after shooting [22]. However, if
excessive filtering is applied for good quality, motion blur and ghosting may
occur. In addition, since the delay between the frames to be photographed
increases, it is difficult to remove a desired geometric error through filtering.
For this reason, filtering is applied to a minimum when shooting, and geo-
metrical errors are reduced by adding sampling and smoothing operations as
post-processing to the captured point cloud [14]. After this pre-processing
step, an illumination compensation process combined with the geometric
enhancement and the camera calibration are performed. Finally, the color
compensation technique is performed independently for each camera, and
the compensated RGB images (RGB’) are used as input to the Truncated
Signed Distance Function (TSDF) together with the depth map (Depth’) with
improved geometrical error [23].

2.2 Extrinsic Calibration

We use a method for obtaining extrinsic parameters of each camera using
matching coordinates in point cloud sets for registration [24]. Figure 3 shows
the chess board for extrinsic calibration. These parameters are calculated
using an optimization algorithm such that the squared Euclidean distance
(SED) of the matched coordinates is minimal. The transformation matrix of
the coordinate system includes parameters for rotation angles and translation
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values for each of the x, y, and z axes. After setting one camera as the
reference coordinate system, the parameters for converting those of other
cameras to the reference coordinate system are obtained. Xref represents the
coordinates of the reference camera and Xi represents the coordinates of the
remaining cameras. Ri→ref and ti→ref represent the rotation and translation
matrix from each camera to the reference camera. The initial Ri→ref is a unit
matrix and ti→ref is all zero. When Equation (1) is applied with the initial
parameter, the result is Xi, and converges to Xref while optimizing [25].

X ′i = Ri→refXi + ti→ref (1)

The loss function to be optimized is the average value of SED of Xref

and X ′i. Equation (2) represents the error function.

fError =
1

N

N∑
j=0

‖Xref (j)−X ′i(j)‖22 (2)

The process of differentiating the loss function with respect to the coor-
dinate transformation parameters and updating the parameter to minimize the
function can be expressed as Equation (3). α is a learning rate as a constant,
and a value of 0.01 was used. Pn+1 and Pn are parameters in the n + 1 and
n-th iterations, respectively.

Pn+1 = Pn − α
∂fError
∂Pn

(3)

When the parameters of each camera are obtained by Equation (3),
the transformation from the camera coordinate system to the world coor-
dinate system can be performed using Equation (4), and the point cloud
can be aligned based on the unified coordinate system. PW represents
world coordinates (reference camera coordinates), and PC represents camera
coordinates [24, 25].

PC = R× PW + t (4)

3 Quality Enhancement

3.1 Geometric Enhancement

The quality of a 3D model using multiple RGB-Depth cameras is largely
dependent on occlusion, geometrical errors of boundary regions caused by
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(a) (b) (c)

Figure 3 Board for extrinsic calibration (a) Charuco board, (b) world coordinate system
obtained through Charuco board, (c) Charuco board with color pattern.

Figure 4 Mask generation algorithm.

boundary mismatch between color and depth images, and geometrical errors
caused by ToF interference. Figure 4 shows the process for solving the
geometrical error problem in the depth image. After acquiring the multi-
view depth image and the RGB image, a binary image is generated from
the acquired RGB image, and the geometric error of the boundary region is
removed by applying the mask image to the depth image.

As shown in the image in Figure 5, a geometric error removal filter is
implemented as shown in Figure 6 to remove the geometric error of the part
with an uncertain boundary located inside the object and the geometric error
in which the pixels belonging to the foreground area are scattered into the
background.

In Figure 5(a), it can be seen that the depth value of the geometric error
region is larger than the depth value of the surrounding pixels. Based on the
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(a) (b)

Figure 5 Boundary error of (a) point cloud and (b) depth image.

Figure 6 Depth filter structure and operation.

fact that such depth information is adjacent to the x and y axes in the actual
depth image as shown in Figure 5(b), the geometric error of the depth image
is defined as Equation (12). While moving the depth image in units of one
pixel (Stride), the mean squared error (MSE) between the central pixel pi and
the pixel pj is calculated.

DepthError = pi− 1

n

∑
i = 1n(pi− pj)2 (5)

As shown in Figure 7, if the depth value of pi is greater than the Mean
Squared Error (MSE) with pj , the central pixel is specified as a geometric
error and removed.

3.2 Texture Enhancement

The point cloud registration method proposed in this paper uses both depth
and RGB images, and the coordinate system of the final registered model
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Figure 7 Noise data removal example.

matches the coordinate system of the camera set as a reference. In order to
generate an omnidirectional 3D model using 8 RGB-D cameras, first, the
RGB image acquisition process (RGB and Depth Capturing) of the chess-
board is performed by each camera. Using this image, the initial coordinate
transformation parameters are calculated, and the pixel coordinates of the
inner corners of the chessboard are obtained. Next, the process of find-
ing the camera position (Camera Position Calculation) is performed. After
generating a point cloud for each camera using the depth map and obtaining
only the three-dimensional coordinates of the inner corner coordinates of
the chess board, the coordinate transformation parameters that minimize the
distance between these coordinates are calculated through iterative calcu-
lations. After the plane of each board is constructed using the parameters
obtained through the process of reconstructing the virtual board (Board Plane
Reconstruction), the process of extracting the grid points of the complete
chess board (Grid Points Deduction) is performed. After all the grid points
are extracted, the RGB image for generating the 3D mesh model is updated
by each camera’s color optimization process after selecting the ROI based on
this information. This process is shown in Figure 8.

The algorithm for color correction is shown in Figure 9. First, to find each
of the 24 color areas of the color check chart, we use the marker and corner
information of the Charuko board used in the coordinate transformation
matrix in Figure 3(c). Then, the corners of each grid are searched from the
location information of each marker on the CHARUKO board in the captured
image, and a grid of 24 color areas matching the marker ID is set as a region of
interest. This process uses the information obtained in the camera parameter
generation process.
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Figure 8 The entire process of camera calibration and color optimization.

Figure 9 Color compensation algorithm.

The RGB values of each of the 24 colors in the set color check chart are
adjusted to be as similar as possible to the RGB values for each color value
of the image captured by the color check chart with the camera. This process
of making colors similar is called color optimization, and as a result, a color
correction matrix (CCM) for RGB colors is obtained. To measure the 24 color
values present in the color check chart, the average of all pixel values in the
patch area for each color is used. Next, the color close to the original RGB
value is repeatedly output by substituting the CCM of each camera into the
RGB pixel value of the output image of each camera.

In general, a color image can be stored as a three-dimensional array
of (horizontal resolution) × (vertical resolution) × (number of channels
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(RGB)) structure. However, in this paper, pixel of the camera output image
is expressed as a two-dimensional structure for matrix operation, as shown in
Equation (6).

O =


OR1 OG1 OB1

OR2 OG2 OB2

· · ·
ORk OGk OBk

 (6)

Where the items of the row i, [ORiOGiOBi] is the normalized R, G, B
level. The optimized color is represented as P defined in Equation (7), which
is calculated by multiplying I and A(CCM) in Equation (8).

P = OA (7)

P =


PR1 PG1 PB1

PR2 PG2 PB2

· · ·
PRk PRk PRk

 =


OR1 OG1 OB1

OR2 OG2 OB2

· · ·
ORk ORk ORk


A11 A12 A13

A21 A22 A23

A31 A32 A33


(8)

A is defied by Equations (9) and (10), where R is the original color value
for each patch of color. The element ofA is calculated by dividing the average
of R with the average of O, which configures a diagonal matrix A.

kR = mean(RRi)/mean(ORi)

kG = mean(RGi)/mean(OGi) (9)

kB = mean(RBi)/mean(OBi)

A =

kR 0 0

0 kG 0

0 0 kB

 (10)

4 Experimental Result

4.1 Experimental Environment

In this experiment, eight Microsoft Asure Kinect cameras were used. The
camera placement follows the imaging system described in Figure 10.
The upper four units were installed at the height of 0.7 m from the ground
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Figure 10 Volumetric capturing system with 8 camera pairs.

Figure 11 RGB images captured by each camera.

to be photographed, and the lower four units were installed at the height of
1.7 m from the floor so that they could be photographed. Setting a threshold
value for the depth value made it possible to obtain a point cloud for an object
within 0.1 m to 2.5 m. Figure 10 is a photograph of the configured camera
system.

Figure 12 shows the RGB values for 24 patches of the Charuco board-
based color correction chart in Figure 4, and the original color value R
was set.

4.2 Geometric Enhancement Result

Figure 13 shows the output of the image from each step of the algorithm in
Figure 4. In Figure 13, it can be seen that the mask generated from the color
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Figure 12 Standard color checker for optimization.

(a) (b) (c) (d)

Figure 13 Result images of each step of the proposed geometric enhancement (a) original
RGB Frame, (b) mask, (c) RGB image with masking, (d) alpha channel addition texture.

image effectively separates the foreground and the background to clarify the
boundary of the object.

Figure 14 shows the result of removing the geometrical error of the
depth image due to illumination and the geometrical error caused by the
unclear boundary. This indicates that the geometrical error removal method
of the masking method described in this paper can be effectively applied to
specifying the geometrical error of the outer angle of an object to the depth
image and the point cloud converted from the depth image.

Figure 15(a) is the original depth image, and Figure 15(b) is the result of
removing the geometric error inside the object through the filter operation of
Equation (5).
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(a) (b)

(c) (d)

Figure 14 Geometric enhancement result (a) noise caused by lighting, (b) noise reduction
result, (c) noise due to unclear boundaries, (d) noise reduction result.

(a) (b)

Figure 15 Result of removing boundary error inside object.

Figure 16(a) is a 3D volumetric model generated by registering the point
cloud obtained from 8 RGB-Depth cameras. The geometric error estimated
through the filter of Equation (5) is indicated in orange. Figure 16(b) shows
the filtering result by setting the filter size of Equation (5) to 3×3 and
calculating the direction of the MSE calculation in both the horizontal and
vertical directions of the filter center point, and Figure 16(c) shows the
direction of the MSE calculation. It shows the filtered result by calculating
only in the horizontal direction of the filter center point. The results of
Figure 15 confirmed that geometrical errors occurring at the boundary inside
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(a) (b) (c)

Figure 16 6DoF-based 3D volumetric model for 5G telepresence (a) original point cloud,
(b) horizontal filter result, (c) filtering results in all directions.

Table 1 Error of RGB component for each camera
Color Camera

Average
Compensation 1 2 3 4 5 6 7 8

Before

R 17.50 18.04 21.88 21.96 9.71 19.00 33.13 37.58 22.35
G 13.25 7.92 16.75 15.38 4.71 13.88 31.79 28.38 16.51
B −3.46 −2.08 1.83 −2.00 −3.00 6.21 22.21 14.17 4.24
I 9.10 7.96 13.49 11.78 3.81 13.03 29.04 26.71 14.37

After

R 3.46 3.46 4.75 3.92 2.13 −4.83 5.38 5.96 3.03
G 1.71 −0.13 2.21 2.29 −0.04 1.42 5.08 4.25 2.10
B −2.71 −6.04 −4.75 −0.92 −5.88 3.92 0.46 1.00 −1.87
I 0.82 −0.90 0.74 1.76 −1.26 0.17 3.64 3.74 1.09

the object could be removed by removing the pixels that show a sharp change
compared to the surrounding pixels. Also, through the amount of geometric
error indicated in orange, it can be seen that it is more effective to calculate by
considering all pixels corresponding to the filter position rather than limiting
the direction of the MSE operation to one side.

4.3 Color Enhancement Result

As shown in Table 1, the color image of each camera was compared with
the original color value, and the average difference value of each R, G,
and B component and the difference value of the brightness component I
was obtained. In addition, the difference values before and after applying
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(a)

(b)

Figure 17 RGB images captured by each camera (a) before, (b) after color correction.

(a)

(b)

Figure 18 3D reconstruction images (a) before and (b) after color correction.

the color optimization algorithm were compared. In the image taken before
using the color optimization algorithm, the R, G, and B components have a
maximum difference of 37.58, 31.79, and 2.21, respectively. The brightness
value I showed a difference of up to 29.04. The average error values of
each camera were 22.35 for the R component, 16.15 for the B component,
4.25 for the B component, and 14.37 for the brightness I. After applying the
optimization algorithm, the maximum difference value of the R component
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was lowered to 5.96, the maximum difference value of the G component was
5.08, and the maximum difference value of the B component was lowered to
−6.04. The average difference values for each camera were 3.03 for the R
component, 2.10 for the G component, −1.87 for the B component, and 1.09
for the I component. These results confirmed that the difference in color com-
ponents and brightness values between images captured by each camera was
significantly reduced by applying the color optimization algorithm compared
to before the application of the algorithm.

Figure 17 shows the images before and after applying the color opti-
mization algorithm to the color images of 8 multi-view cameras captured in
the system. Figure 18 shows the 3D volumetric model restored through the
process of Figure 8 for the input image of Figure 11.

5 Conclusion

In this paper, a technique for improving the quality of a 6DoF 3D volumetric
model generated using a multi-view camera for 5G telepresence service was
considered in terms of geometry and color. First, a method of removing a
geometric error outside an object by applying a mask obtained from a color
image and applying a combined filtering operation to obtain a depth value
difference between pixels inside an object is presented. Next, an illumination
compensation method for images acquired through a multi-view camera
system was proposed. Finally, an image input from all cameras was corrected
by obtaining a color conversion matrix defining the relationship between the
eight obtained images using a color optimization function and applying it to
all pixels of the input image.

Each experimental result confirmed that the proposed method could
improve the geometric quality of the 3D model by effectively removing the
geometric error from the depth image and point cloud. In addition, through
each image before and after correction, it was confirmed that the color
difference between cameras was significantly reduced compared to before
applying the color optimization function even in the texture restoration result
of the 3D model.
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