
Spatial Path Selection and Network
Topology Optimisation in P2P Anonymous

Routing Protocols
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Abstract

To anonymous internet traffic, many popular protocols route traffic through a
network of nodes in order to conceal information about the request. However,
routing traffic through other nodes inherently introduces added latency. Over
the past two decades, there were many attempts to improve the path selection
in order to decrease latency with little or no trade-off in terms of security,
and anonymity. In this paper, we show the potential use of geo-sharding in
decentralized routing networks to improve fault-tolerance, and latency. Such
networks can be used as a communication layer for Edge devices computing
huge amounts of data. Specifically, we focus our work on Low Latency
Anonymous Routing Protocol (LLARP), a protocol built on top of Oxen
blockchain that aims to achieve internet privacy. We analyse the existing
network of Service Nodes(SN), observe cloud provider centralisation, and
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propose a high level protocol that provides incentives for a better geograph-
ical distribution mitigating potential cloud provider/country wide service
dropouts. Additionally, the protocol level information about geographical
location can be used to improve client’s path (the string of nodes that will
participate in the transaction) selection, decreasing network latency. We show
the feasibility of our approach by comparing it with the random path selection
in a simulated environment. We observe marginal drops in average latency
when selecting paths geographically closer to each other.

Keywords: Lokinet, anonymous routing protocol, geo-sharding, fault toler-
ance, oxen.

1 Introduction

Since its inception, the internet went through many protocol, and infras-
tructural improvements that facilitate toady’s scale. However, in the trans-
formation process, not a lot of care was given to the privacy. Additionally,
more sophisticated tooling leveraging advances in artificial intelligence, data
science, and metadata analysis is constantly being created. Coupled with the
federated centralization of the infrastructure, users privacy on the Internet is
constantly being threatened. An important privacy consideration is the ability
to conceal ones traffic and remain pseudonymous. To address these issues,
routing protocols have been built, which route traffic through the network in
an attempt to make the traffic indistinguishable, and hard to track.

The most known privacy preserving routing frameworks, such as The
Onion Router (Tor), Invisible Internet Project (I2P) or Low Latency Anony-
mous Routing Protocol (LLARP), rely on service nodes for anonymization
and obfuscation of transactions. These are plain computers with routing
software operated by stakeholders with financial incentive or enthusiasts
with no direct incentive. Most of these nodes are hosted by public com-
puting providers that operate in data centers. Bigger providers can usually
afford lower prices, thus concentrating routing nodes to a small number of
data centers. Such concentration of routing nodes presents a single point
of failure – SPOF, or at best, reduces fault tolerance of the network. We
address this problem by providing protocol level incentives to decentralize
the geographical location of routing nodes.

The second problem addressed by the presented research was lowering
the average latency. Existing protocols have experimented with various path
selection algorithms in an attempt to find the best trade-off between latency,
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and security. The most secure path selection is obviously completely ran-
dom. Improving the latency inherently structures and with traffic analysis
potentially reduces privacy, and security.

The paper aims at showing the potential use of geo-sharding in decen-
tralized routing networks to improve fault-tolerance, and latency. Settings
with edge devices processing big data (or at least computing huge amounts
of data locally) can use such networks as a communication layer. All com-
munication about computations remains anonymous which in some cases is
a prerequisite.

We focus our solution to the presented problems on incentive-based
privacy preserving routing frameworks and propose a change in incentive
distribution based on geo-sharding that takes into account the geographical
proximity of the nodes. We use Lokinet as an example of an incentive
based onion router, and compare traditional random path selection to ours
by simulating the routing of requests on Lokinet.

The hypothesis of the presented research was that the proposed division
of incentives will distribute the routing nodes evenly through geographical
space. The presented simulation results show that geographically aware path
selection can provide considerably lower latency. However, the performance
is dependant on the even geographical distribution of routing nodes.

The rest of the paper is structured as follows: Section 2 introduces the
reader to the research area and explains the motivation behind the research,
Related works are presented in the next section, followed by the paper’s
main contribution in Section 4. In Section 4.2 the authors present a corollary
that the distribution of the routing nodes will be more dispersed with the
introduction of incentives based on geographical position of the nodes, the
paper closes with discussion and further work.

2 Background And Motivation

The pioneers of the Internet were attempting to create a decentralized network
i.e., ARPANET. The Internet has gone through a steep evolutionary process
and while it serves as the backbone infrastructure that empowers the world,
it has also lost some of the properties, namely decentralization, and privacy.
Arguably centralization came with many benefits and was mostly driven by
the search for efficiency. On the physical layer, the network is hierarchically
clustered around gateways, the need for computing resources have acceler-
ated centralization even further with cloud computing and efficiency obtained
by centralizing server infrastructure. Cloud providers have high incentives to



100 A. Tošić and J. Vičič

centralize their infrastructure in data centers ranging from building space, and
cost, proximity to high bandwidth Internet gateways, affordable electricity
and other energy sources, and finally regulation of the jurisdiction [11].
The same way Privacy is becoming increasingly important with the amount
of data, and metadata collected, and stored in these data centers. Internet
companies have been gathering data, applying advanced data analysis in an
effort to improve their products and services but at the same time raising
valid concerns about user privacy. Additionally, the data is congested both
physically (cloud providers) and institutionally by access being held by a few
IT conglomerates. In recent years we witnessed to many privacy violations.
Some were accidental data leaks, others violated privacy due to negligence,
and in some cases breaches of security protocols. Concerns about the amount
of trust put into cloud providers, and technology enterprises are valid. More-
over, from a cybersecurity point of view, centralization introduces single point
of failures(SPOFs), and reduces fault tolerance.

The need for privacy, and decentralization was emphasized even further
with Europe’s general data protection regulation (GDPR) that stresses the
need for business processes that handle personal data to be designed and
built safeguard data through pseudonymization or even full anonymization
where possible. Many countries followed with their own privacy preserving
legislation such as Brazil’s LGPD,1 Australia’s Privacy Amendment,2 and
Japan’s Act on Protection of Personal Information3 to name a few. The details
of these regulations are not as important as the intent to preserve user privacy.
However, there are many issues related to enforcing, and policing. The lack
of transparency makes it hard to detect violations.

Internet privacy is a complex issue that can hardly be solved systemically.
It is very unlikely that the backbone infrastructure will be decentralized and
your IP address suddenly stop being mapped to identities. There is very little
chance computing power and storage capacities will willingly decentralize
without added incentives, and even less likely that private businesses and
enterprises will provide transparency when handling private data. A big part
of privacy is network identity (IP address), which is revealed to any Internet
service clients interact with. Analysis of metadata poses a new threat from
both a security perspective (an attacker breaking social ties to the user) as

1LGDP Brasil: https://www.lgpdbrasil.com.br/
2Privacy Amendment (Public Health Contact Information) Bill: https://www.aph.gov.au/P

arliamentary_Business/Bills_Legislation/bd/bd1920a/20bd098#_Toc40190704
3Act on the Protection of Personal Information: https://www.ppc.go.jp/files/pdf/APPI_The

_Every_Three_Year_Review_Outline_of_the_System_Reform.pdf

https://www.lgpdbrasil.com.br/
https://www.aph.gov.au/Parliamentary_Business/Bills_Legislation/bd/bd1920a/20bd098#_Toc40190704
https://www.aph.gov.au/Parliamentary_Business/Bills_Legislation/bd/bd1920a/20bd098#_Toc40190704
https://www.ppc.go.jp/files/pdf/APPI_The_Every_Three_Year_Review_Outline_of_the_System_Reform.pdf
https://www.ppc.go.jp/files/pdf/APPI_The_Every_Three_Year_Review_Outline_of_the_System_Reform.pdf
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for privacy where an IP address can be tracked back to personal data such as
geo-location, and in some cases even identity.

2.1 Internet Privacy

Today’s Internet infrastructure does not guarantee any identity privacy. IP
addresses are known to leak private information to a remote party [2]. Even
the newer protocols being added make poor attempts at providing more
privacy. As an alternative, many attempts at building overlay networks on
top of existing infrastructures were made in order to preserve privacy. The
primary focus of mixnets [6] and overlay networks is to conceal the network
identify of clients. This is primarily done by either routing network traffic
within the overlay network, or by mixing packets and bouncing them through
proxies.

Mixnets [6] make use of a network consisting of a set of interconnected
nodes referred to as mixers. Clients make network requests and send them
to the mixers. The mixer then gathers requests from multiple clients, shuffles
them, and sends them back out in random order to the next mixer and eventu-
ally to the destination of the request. In the most general form first introduced
by David Chaum [6], a mixnet uses public key cryptography to seal massages
in layered cryptography later refereed to as onion encryption. A message
m in a 3 hop mixnet is constructed as: m = Epk1(h1, Epk2(h2, Epk3))
where m is the onion encrypted message, hi is a vector of ordered hops, and
Epki is the corresponding encryption the client performs using i− th node’s
public key. At each hop, hi performs Dski(m) to decrypt a layer of the onion,
revealing the address of hi + 1. However, mixnets can also conceal network
identity, without encrypting messages as long as each mixer has sufficient
requests to shuffle, making tracing the origin/destination increasingly harder
as the number of hops increases. However, increasing the number of hops is
a trade-off between the strength of the security and network latency. Overlay
networks are known to introduce higher latency which theoretically is the
sum of all latencies plus the sum of computation time needed at each hop in
a given path, in practice even more.

2.2 Privacy Centric Routing Protocols

In general, most privacy routing protocols have fundamental shared compo-
nents from an architectural point of view. The use of layered encryption is
the most used solution to protect privacy of messages being transmitted in a
way that every routing node only has partial information that is insufficient to
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reconstruct the message, or the origin, and destination. However, all solutions
require a peer to peer (P2P) that executes the protocol, and routes messages.
The adversary models therefore mostly focus on sybil type attacks [9], where
a malicious actor operates more then one node in the network. All types of
attacks can be generalized to what information the adversary can learn about
the network, network’s traffic, and routing in case it runs a modified version
of the protocol on multiple nodes. The value of privacy centric protocols is
therefore in the P2P network of nodes that service the network by routing
messages.

The motivation for developing, and using these networks can be divided
into a few main categories:

1. Censorship resistance: Centralized networks inherently introduce sin-
gle point of failures (SPOFs). These central points can also be used
to censor communication. This can be addressed by introducing two
main mechanisms, namely pseudonymity, or even anonymity where
appropriate, and content encryption. The goal of the first is to prevent
targeted censorship of a person/entity by not revealing their identity
while the latter is used to prevent censoring specific information by
protecting the contents of messages.

2. Personal privacy: Provide tools to protect privacy to those who value
their privacy. This motivation has strengthened considerably over the
past few years with news of popular platforms/companies violating user
privacy in various ways.

3. Fear of retribution: Mostly aimed at providing a tool that enables users
to voice their opinion without fear of retribution such as activist groups,
whistle-blowers, and unofficial leaks.

2.3 Path Selection – State of the Art

Path selection is a process in which clients non-deterministically select k
routing nodes to construct a circuit. The default path length of three hops
states a reasonable trade-off between security and performance. Path selec-
tion is important as it impacts both security, and latency. A predictable path
selection algorithm can potentially allow an adversary to de-anonymize the
clients traffic by carefully aligning malicious nodes to be selected by the
client. However, a perfectly random path selection can increase latency.
Ideally, all clients in the network would select paths uniformly without a high
performance penalty. Path selection algorithms have been studied to a great
extent, in an attempt to find a balance between anonymity, and latency [24].
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2.4 Path Selection Based on Geographical Information

The reason geographically inspired path selection is important for improving
network latencies is due to centralization of nodes running on clusters.
Moreover, even cloud providers are incentivized to centralise their servers [7].
Most relay nodes in routing networks are run as virtual private servers on pop-
ular cloud providers. Additionally, there is a persistent economic incentive
for users to choose the cheapest provider inherently centralizing the network
even further. Ideally, a protocol would incetify the opposite.

2.5 Analysis of Current State

In this section we take a closer look at some metrics of LLARP, which is
further presented in Section 3.3. LLARP, and the reference implementation
Lokinet [12]. We use this reference implementation of LLARP as our use case
in this paper as it is the newest and most advanced protocol with a working
implementation. All data presented was acquired by building and indexed
database of the entire blockchain, which holds all information regarding the
service nodes such as their public keys, IP address, activation, decommission,
and de-registration events. Additionally, the unique properties the protocol
has due to the blockchain integration allows for our main contribution to be
adopted without risk of sybil attacks. Lokinet has been running steady for
more then two years at the time of writing. It has undergone many updates
and upgrades to reach a level of stability. Due to nodes being rewarded for
their routing services, the node operators are inclined to reduce operating
costs thereby maximizing profits. As a consequence the network converges to
centralization on the level of virtual private server (VPS) providers. The same
issues are present in other routing protocols, albeit to a lesser extent due to a
higher level of adoption. Figure 1 shows a per country distribution of Lokinet
service nodes at the time of writing. values are ordered in a descending order
from left to right. The locations were obtained by mapping their IP addresses
via a public location mapping database (ipstack). The concentration of nodes
in certain countries could be coincidence, due to a high adoption of the
protocol in those countries, or simply the economic incentives of operators
to rent VPS from providers who’s infrastructure is clustered in Germany,
and France.

However, by mapping the IP addresses to known VPS provider IP ranges,
it can be clearly seen that the geographical clustering is very well correlated
with the VPS providers. Figure 2 shows the distribution of Lokinet service
nodes across the top 20 most used hosting providers. The most used VPS



104 A. Tošić and J. Vičič
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Canada

Singapore
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United Kingdom
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Australia

Israel
India
South Korea
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Brazil

Figure 1 A waffle chart of all service nodes running the Lokinet protocol and their geo-
graphical location per country.

Hetzner Online GmbH
OVH SAS
DIGITALOCEAN−ASN
Contabo GmbH

PONYNET
AS−CHOOPA
Online S.a.s.
UpCloud Ltd

UPCLOUDUSA
Partner Communications Ltd.
MVPS LTD
MICROSOFT−CORP−MSN−AS−BLOCK

Cerberus Networks Ltd
Linode, LLC
AS−COLOCROSSING
CONTABO

AMAZON−02
netcup GmbH
NAPANET

Figure 2 A waffle chart of all the top 20 virtual server providers by the number of Lokinet
service nodes being hosted. The figure shows high centralization of the network on the service
provider level.

provider is Hetzner Online GmbH,4 which has by far the largest server
infrastructure built in Germany, followed by OVH SAS,5 which is the second
biggest European VPS provider from France. Additionally, both Hetzner,
and OVH are the cheapest VPS providers in Europe with prices as low as
3=C/month for a cloud instance. Besides decreasing the fault tolerance of the
entire network in case a larger outage occurs at any of the most used VPS
providers, the security of the network is greatly decreased opening it up to a
series of attack vectors such as timing attacks [26] or traffic analysis [16].

From the analysis of the current state we can draw the following
conclusion:

1. Network nodes are mostly hosted on rented virtual private servers.

4Hetzner: https://www.hetzner.com/
5OVH: https://www.ovh.com/world/

https://www.hetzner.com/
https://www.ovh.com/world/
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2. The network is clustered due to centralized infrastructure of service
providers.

3. The node operators prefer cheaper service providers over decentraliza-
tion.

3 Related Works

In this section we review existing, and popular networks that all rely on
different routing protocols used to construct overlay networks that facilitate
anonymous and private message passing.

3.1 The Onion Router (Tor)

Tor is arguably the most popular anonymous routing network. The network
maintains a high level of censorship resistance, and preserves internet privacy.
The network is composed of different types of nodes, namely guard nodes,
relay nodes, and exit nodes. A client then selects a randomized 3-hop path
where the first node is a guard node, the second a relay, and finally an exit
node. It then builds an onion, a data structure using layered encryption, and
sends it to the guard node. The circuit routes the message thereby protecting
the identity of the source, and destination.

However, the network is not completely decentralized. Tor relies on a
group of servers called directory authorities. These nodes are operated by
volunteers that are close to the Tor Foundation [8]. These directory authorities
act as trusted reporters of the state of nodes in the network. When connecting
to the network the first time, the client connects to one of the hard-coded
directory authorities and learns about the consensus. Even though the ability
to simply block all the relay nodes on the list was addressed by introducing
bridges [14], the centralized registry decreases fault tolerance. An example
was a credible threat received in 2014 threatening to block access to directory
authorities [20].

3.2 Invisible Internet Project (I2P)

I2P takes a different approach by replacing the directory nodes with a
distributed hash table (DHT), which is a distributed system that provides
a lookup service of key-value pairs, to ascertain the network state. It uses
garlic routing [19], which is an extension of onion routing and enables
multiple messages to be bundled together, and uses unidirectional tunnelling.
I2P also supports both TCP and UDP traffic capturing a much larger subset
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of the Internet. Due to unsteady development, there is no formal support for
exit nodes making I2P very limited for accessing the wider internet in an
anonymous way. Additionally, most clients connecting to I2P also become
routing nodes. This can be very limited when path selection is slow, and
bandwidth is limited by the slowest router on the path. In part, I2P solves this
by having a packet switches protocol unlike Tor, which is circuit-switched.
Instead of establishing one tunnel and maintaining it, I2P creates multiple
paths that can be used simultaneously. This gives I2P the ability to route
around potential network congestion and node failures efficiently.

However, both I2P and Tor have not fully mitigated Sybil attacks. An
adversary with a large number of relays can perform temporal analysis
(timing attacks) that can greatly reduce privacy [27]. This is possible since
both protocols rely on altruistic intention from the community to operate
relays on their own cost, and a sufficiently motivated adversary can easily
carry a Sybil attack by renting server instances from cloud providers.

3.3 Low Latency Anonymous Routing Protocol (LLARP)

LLARP, and the reference implementation Lokinet [12], is a newer protocol
that inherits some properties from both aforementioned protocols while pro-
viding a solution to their drawbacks. Lokinet uses a custom blockchain that
replaces Tor’s directive authorities and I2P’s DHT by storing the registry as
blockchain staking transactions. Staking transactions are transactions submit-
ted by relays called service nodes upon entering the network. Additionally,
the protocol sits on the networking layer of the OSI standard allowing for a
wider range of network protocols to use it as an anonymization layer. Traffic
is routed through the service node network using onion routing. Network
utilization is decreased by using packet level switching as opposed to tunnel
based routing, because no additional time is spent building a tunnel and still
achieving the same basic functionality. The main advantage is the intricate
relationship between the Oxen blockchain, and service node operators. Oper-
ating a service node comes at cost thereby incentivizing operators to support
the network with resources needed, and at the same time making a Sybil
attack financially infeasible. This is done by rewarding nodes for their service,
and penalizing them on a protocol level for bad behaviour [12]. At the time of
writing, there are 1709 nodes in the network, with each node having staked a
minimum of 15,000 oxen coins worth almost $30,000.6

6Coincodex: https://coincodex.com/crypto/loki/

https://coincodex.com/crypto/loki/


Spatial Path Selection and Network Topology Optimisation 107

3.4 Comparison of Path Selection Protocols

All three protocols rely on a network of nodes that relay messages to decouple
the identity of the source and destination. However, in this paper we use
Lokinet as our use case. Path selection can be very important in optimising
traffic flow to both minimize latency and avoid network congestion. In Tor’s
initial path selection algorithm included categorizing relays by their band-
width and up-time in an effort to build paths more frequently on nodes that
can process the traffic, and are considered reliable making the network less
prone to sybil attacks. This made the circuits more stable but it compromised
anonymity as only a small selection of nodes were periodically chosen.
An improved version of the algorithm prioritizes uniform path selection,
improving the anonymity at the expense of speed and fault tolerance.

Relays in I2P actively probe one another to obtain a performance mea-
sure, which is used in path selection. Those include time to execute queries,
tunnel construction success rate, and reliability of nodes. Nodes are catego-
rized into high capacity, fast, and standard. The random path selection of I2P
is biased towards faster nodes [25]. Due to the dynamic nature of performance
metrics, even a low latent path can become congested. I2P addresses this in
part by building new tunnels, instead of maintaining them for longer periods
of time as in Tor.

On the other hand, path selection in Lokinet is done by randomly
choosing nodes by their public key. This provides the highest anonymity. In
general, completely random path selection would perform much slower [23].
However, service nodes in Lokinet are financially incentivized, and
compensated for their operating costs making random path selection favor
anonymity, and addressing bottlenecks on the network protocol level.

3.5 Limitations of Existing Approaches

All observed path selection implementations focus on uniform selection of
paths to prevent potential tracing and improve anony-mity [18]. However,
focusing on a single criteria leaves room for optimisation on the perfor-
mance side. Many path selection improvements were proposed that take into
account latency such as selecting middle node based on latencies between
routers [22]. Another method suggested was to assign nodes a capacity as
the median value of the peaks other nodes measured against it. However, the
proposed solutions introduce additional burden and resource consumption on
the entire network. Additionally, they are prone to sybil attacks, where an
adversary can skew the metrics by simply advertising untrue measurements
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of latency to force clients to build paths where all nodes are those controlled
by the attacker deanonymizing the traffic. These issues are in part solved
in Lokinet, assuming all nodes are of comparable capacity both in terms of
computing, and bandwidth.

Using geographical location of relay nodes was proposed by Akhoondi
et al. [1]. The authors propose a modified client-side path selection algorithm
that uses existing databases to map IP addresses to geographical locations.
In order to avoid clustering of paths, and potential path centralization they
propose a simple clustering of nodes and selecting a path that selects a node
within each cluster. This improves the latencies considerably and minimizes
potential risks for an adversary to setup and operate nodes within all three
geographical region. However, the proposed implementation centralized the
network by querying a central database to map IP addresses to geo-location.
Additionally, this creates a SPOF, where an attacker only needs to compro-
mise the database being queried to falsify locations of nodes, forcing clients
to build paths on malicious nodes only.

4 Methodology

This section presents paper’s main contribution, a method that enables low-
ering latency through node selection based on geolocation. Privacy issues are
properly addressed.

4.1 Geo-sharded Path Selection

The geographical closeness of routers empirically greatly improves latency
and jitter. However, constantly routing traffic over geographically closer
routers potentially reduces anonymity. Instead of using external services to
map IP addresses to their estimated locations, we propose a protocol that uses
geohashing to introduce approximate locations of routers without exposing
their privacy. Geohashing, invented by Morton [15] and impemented and
put in public domain by Niemayer [17] is a known technique of mapping
the planet to a grid, and representing points within the grid as base64
strings (in this context called hashes, although geohashing breaks almost all
properties of hash functions). To achieve this, we transform the continuous
latitude and longitude space into a hierarchical discrete grid using a recurrent
four-partition of the space. The most important property of geohashes is
preservation of spatial hierarchy in the code prefix. In the context of relay
nodes, a node can encode the latitude, and longitude coordinates to a geohash,



Spatial Path Selection and Network Topology Optimisation 109

it then advertises as many bits of the hash it chooses too in order to preserve
the privacy. Fewer bits will result in a greater bounding box description of
the location. In Lokinet, IP changes are penalized, binding the geohash to the
IP address will be sufficient to prevent most attacks. A basic path selection
algorithm is outlined in Algorithm 1.

Algorithm 1: Naive path selection: construct a geohash from location, add vertices
to path from bounded region, increase bounded region, until the length of the path
is long enough.

Result: Naive path selection
BuildPath(length, latitude, longitude)
g ← geohash(latitude, longitude) ; // Construct a geohash from
location

path = {Ø};
while |path| 6= length do

path← RelayMap(g) ; // A hierarchical map mapping geohashes
to IP addresses

g ← g.substring(1) ; // Reduce suffix to increase search
bounding box

end
return;

However, this has common shortcomings with other methods that focus
on location aware path selection. Specifically, having clients build paths
closer to them makes it less secure. An adversary can rent multiple virtual
private servers in a cloud provider near the client forcing it to select a path
in which all nodes are malicious. This enables the attacker to track the traffic
linking the source to the destination. There is a trade-off between reduced
latency, and centralization of nodes in the path. To address this concern we
introduce a client side parameter that indicates the client’s willingness to
reduce security in favor of lower latency. In the most secure form, the algo-
rithm first selects a subset of nodes that fall within the bounding box defined
by the first character of their geohash, this roughly translates to a bounding
box of 5000 square kilometers. It then randomly selects a node in the subset
as the first on the path. To obtain the next node on the path, the client
increases the accuracy of the query by adding an additional character thereby
limiting the spacial query to a bounding box of approximately 1250 × 625
kilometers. This hierarchical type path selection greatly reduces the chance
of selecting a path of only malicious nodes operated by an adversary since
it is sufficient that only one node in the path be honest [4]. The algorithm
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k-2

k-1

k

Figure 3 Graphical representation of hierarchical path selection based on geohashing.
Parameter k describes the number of characters the client uses for querying other nodes in
the proximity. Greater k values represent a smaller bounding box.

is simple and requires an additional O(max (|Sk, Sk−1|)) to compute the
relative set complement of each hierarchical query. By iterative decrements
of k, the client queries an arbitrary small bounding box until the set Sk of
retrieved points is nonempty. It then selects a random point from Sk. In
the next iteration, the bounding box will expand by decreasing k as long as
|Sk−1| > |Sk|. Then the next relay is obtained by randomly choosing a point
from the relative complements Sk−1 − Sk. A geometrical representation is
shown in Figure 3.

4.2 Incentivized Geographical Diversity

Loki network’s LLARP protocol with the unique features of financial incen-
tives for node operators is likely to be the new evolution of onion routing
inspired network. The current node operators join the network by submit-
ting a staking transaction thereby locking up their funds. Inherently, the
blockchain staking transactions build up a DHT type key value store of
service nodes. Service node operators periodically divide a protocol level
reward equally. Arguably building efficient path selection algorithm is only
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part of the solution, an even geographic diversity plays a key role in reliable
and efficient path selection. Lokinet’s unique reward based protocol can
incentify geographic distribution avoiding centralization of nodes operated
by a few VPS providers and at the same time providing less represented
areas the ability to select paths more efficiently, and even more importantly
reduce latency and jitter. The protocol already uses swarm based techniques
to construct subsets of the network responsible for querying other nodes in
an effort to spot potential failures, changes of IP addresses that get penalized,
etc. Adding a geohash to the staking transaction would enhance the DHT
with additional geographic information. Nodes may choose their own level
of accuracy within some predefined upper and lower bounds, depending
on their privacy requirements. Describing a wide area where the node is
located is sufficient. The swarm would then need to verify the location
with a reasonable confidence area. The simplest way to achieve verifiable
location assurance is to use a distance-bounding protocol. In the most general
form, a distance-bounding protocol is an authentication protocol between a
verifier and a prover in which the verifier can verify the claimed identity and
physical location of the prover [5]. A new node entering the network would
execute this protocol against other nodes in the current swarm, and submit
proofs alongside the staking requirement. Previous research suggests other
methods can be used even more efficiently and accurately [10]. Interest in
geographically provable location protocols has risen substantially, as a result
many variations of the initially proposed protocol were proposed [3].

In order to provide economic incentives towards decentralizing the net-
work, the protocol needs an objective measure of geographic disparity. One
of the more widely used functions for geographic diversity is the Nearest
Neighbour Analysis. By computing the nearest distance of every point in a
region and their averages. We then compare the average index with a standard
uniform pattern. If the measured index is greater then the random(uniform)
index, the spatial distribution tends to be uniform, otherwise it tends to
aggregate.

The other option is using statistical methods such as chi-squared test
between the observed point distribution and the random uniform distribution.
This is done by partitioning the space into patches the same way geohashing
does, then count the points in individual squares and test the distribution
against the uniform distribution. The obvious drawback with this is how to
dynamically choose the best partitioning resolution to avoid unreliable tests.

The less obvious measure would be to use geohashes. Geohashes sharing
prefixes is a measure of proximity. To measure the geographic diversity a
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new node would add to the network could be done by computing the average
edit distance [21] between the newly added node and the rest of the network.
The methods used by the protocol to evaluate the geographic diversity are
beyond the scope of this paper. The aforementioned methods would need
to be evaluated and tested on edge cases. However, once the measure is
derived, an economic incentive can be provided to service node operators
that contribute to the network by increasing the geographic diversity, and
potentially penalize service nodes that increase clustering. Penalties are more
important in cases where a new node’s advertised geohash fails verification to
prevent the problem commonly refereed to as nothing at stake problem [13].
Generally, if the protocol rewards geographic diversity, node operators will
attempt to manipulate their locations data to increase their rewards. Unless
there is a penalty for doing so, by game theoretical assumptions, everyone
will chose to manipulate the data to maximize their reward.

5 Feasibility Study

This section presents a feasibility study of the proposed method. The sim-
ulation was implemented based on actual Lokinet nodes. The goal is to
empirically estimate the potential improvements in latency by comparing the
random path selection to the proposed spatial path selection algorithm.

5.1 Simulation

We simulate how latencies vary depending on the path selection algorithm.
The tests were done using Lokinet as the reference implementation of
LLARP. The process is presented as an itemized list of tasks that brought
us to the complete simulation:

• obtain a list of service nodes; by running a lokid daemon, we can obtain
a list of all service nodes and their IP addresses,

• georeference each IP address; the mapping of IP addresses to their
approximate location was done using a free IP geolocation database,
in our case the Geolite2,7

• encode georeferences using geohashing; The geohashing relies on string
representation of geographical location, the accuracy of the location
rises with the length of the string – geohash. In practice deleting

7GeoLite2 Free Geolocation Data: https://dev.maxmind.com/geoip/geolite2-free-geolocat
ion-data?lang=en

https://dev.maxmind.com/geoip/geolite2-free-geolocation-data?lang=en
https://dev.maxmind.com/geoip/geolite2-free-geolocation-data?lang=en
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Figure 4 Simulation results showing how latency varies depending on the path selection
algorithm. In total 50 paths were built using both algorithms and latency tests carried out on
Lokinet by measuring RTT to a low latent public server.

characters from the end of the string simply increases the bounding box
of the location.

• choose a random reduction length for each geohash; delete a random
number of characters from each geohash the service node advertises to
the network in an interval between [1, 5], which is to reduce the accuracy
of the location descriptor to a larger bounding box,

• build a predefined number of paths with each algorithm; We built 50
paths with each algorithm. All paths were of length 3,

• use basic ping to measure latency for each path.

Figure 4 shows the simulation results for cumulative latency in milliseconds
for a total of 100 paths (50 for each algorithm). The geohash based path
selection was done from a client in middle of Europe, hence no bounding box
selection was empty. The latencies between all pairs of nodes were obtained
in the following way:

• We were able to gain access to approximately 13% of the Lokinet service
nodes through a third party that wishes to remain anonymous.

• Each of these nodes measured latency to each other node in the network
to produce a sparse graph.
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• A full graph was constructed by estimating the missing edges with an
average latency weighted with the estimated geographical distance.

We address the concerns with respect to security, and path selection in
geographical areas with a low number of routing nodes in Section 6.

5.2 Results

Figure 4 illustrates the simulation results comparing the most secure random
path selection with the proposed geo-based path selection. As expected,
pseudo-randomly selecting 3 nodes to build a routing path introduces high
variance in the observed latency. We observe that using geo-based path selec-
tion limits the latency spikes experienced in random selection. Geo-based
paths were of same length where nodes were selected as:

1. First node is randomly chosen from a set of nodes n1 that fall within the
bounding box G4 defined by the origin node’s geohash of length 4. The
bounding box is approximately a square of 39.1 km2

2. Second node on the path is chosen from a set of nodes N2 = S3 − G4

where S3 is the set of nodes within the bounding box defined by the
geohash of length 3 of approximate area of 156.5 km2.

3. third node is randomly selected from the set of nodes N3 = G2 − N2

where G2 is the bounding box of geohash length 2, which is an area of
approximately 1,252 km2.

Moreover, we observe that even random path selection can produce
low latent paths but with very high variance. Our path selection algorithm
produces much more consistent latencies, which is desirable from a QoS
perspective.

6 Conclusion and Future Work

In this paper we build upon the existing work on geo-location aware client
side path selection in anonymous routing protocols. We identify the problem
of geographic clustering of nodes with an insightful analysis of a live network
(Lokinet). We focus our research on LLARP protocol and the reference
implementation Lokinet due to it’s Sybil attack resistance. We support our
contribution with a simulation comparing geo-based path selection with
purely random selection as the later has the most desirable security properties.
While the proposed algorithm introduces some structure to the network, we
argue that it retains most desirable properties of pure random selection within
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each geo-shard. Our simulation results show that building geographically
aware paths can lower the RTT latency considerably. Even more importantly,
the latencies are much more consistent, which improves the quality of service.

In edge cases with a high geographic concentration of nodes had draw-
backs in anonymity. To address this we propose an incentive structure built
into the protocol to adapt rewards depending on geographic diversity of
the network to strengthen the security of the path selection. The added
rewards will subsidise potentially higher expenses for node operators in other
locations as well.

However, we acknowledge the potential drawbacks of such path selection
on the overall security, and privacy of the network. To address this shortcom-
ings, we provide possible measures of spatial diversity and propose to use
them on the protocol level to provide economic compensation for nodes that
add to the geographic diversity of the network, as opposed to nodes, which
reduce the spacial scattering.

The exact implementation that would dynamically increase rewards for
distant nodes when the network gets packed, and reduce them gradually as
the network becomes spatially diverse should be carefully studied from a
game theoretical and economic point of view.
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