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Abstract

In this paper, a MobileNet V2 convolutional neural network depending on
L2 regularization method, a amended particle swarm model and Dropout
method are constructed in a bid for enhancing the accuracy and speed of Web
GUI image recognition for establishing Web Web GUI image recognition
system of Web GUI test. Firstly, an improved MobileNet V2 convolutional
neural network is constructed. Secondly, the basic models of L2 regular-
ization method, improved particle swarm method and Dropout method are
studied, the improved MobileNet V2 convolution neural network optimiza-
tion algorithm is proposed, and the basic model of image processing is
designed. Finally, simulation analysis is carried out on Web GUI image
recognition through using the amended convolutional neural network on basis
of MINIST data set as the research object. The simulation results illustrate
that the amended convolutional neural network proposed in this study is more
accurate and efficient in Web GUI image recognition.

Keywords: Improved convolutional neural network, Web GUI image recog-
nition, l2 regularization, improved particle swarm optimization.

Journal of Web Engineering, Vol. 21 5, 1727–1748.
doi: 10.13052/jwe1540-9589.21515
© 2022 River Publishers



1728 N. Zhao

1 Introduction

As the main medium of transmission and interaction in the information age,
web applications have gradually penetrated into various industries and fields,
and have had a great impact on people’s daily production and life. Web based
applications have a wide audience, so higher requirements are put forward
for the functional correctness and system reliability of web applications.
A Web GUI automatic test platform based on Web GUI image recognition
technology should be constructed. By improving the recognition rate of web
element controls, the reusability of test cases and improve the test efficiency
can be improved. With quick advancement of science and technology, arti-
ficial intelligence has been increasingly widely used in reality, and relevant
researches, such as the researches into robotics, facial detection, Web GUI
image recognition, natural language process, intelligent search and artificial
neural network, have also received great attention. Convolutional neural
network that is widely applied in aspect of artificial intelligence, has also
become one of the hot research topics [1].

Web GUI image recognition, which mainly refers to the recognition of
images with the computer simulation technology, can classify and recognize
images according to the feature information of images. In recent years,
as the computer industry has been developing rapidly in China, Web GUI
image recognition technology has also become closely related to people’s life
and has been successfully applied to fields like medical health, monitoring
and tracking and agricultural production. Since the 1980s, optical character
recognition technology has been the main Web GUI image recognition tech-
nology. With the continuous improvement of computer performance, Web
GUI image recognition technology has ushered in a development opportu-
nity. The most commonly used methods of Web GUI image recognition.
Template matching algorithm is the simplest Web GUI image recognition
algorithm. The corresponding standard template is established in the template
library, and the sliding window method is used to complete the classification
according to the matching degree between the target to be recognized and the
template image. However, in the recognition process, the detection window
can only move in parallel. If the matching target rotates or changes in size,
the template matching algorithm will fail. In order to solve the limitations of
the algorithm template, scholars at home and abroad have carried out a series
of studies. As one of the important algorithms in the field of Web GUI image
recognition, deep learning can describe the attributes and features of objects
more abstractly and deeply, and has great potential in many fields [2].
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2 Related Works

In recent years, the image identification has been concerned by many scien-
tists, and some algorithms have been applied in image identification, however
the research on Web GUI image identification has relatively few. As different
people have different habits when writing numbers, the fonts of numbers
are also different. However, it is difficult for computers to recognize a large
number of handwritten fonts. Therefore, it is of great theoretical significance
to propose an accurate and efficient Web GUI image recognition technology
that has practical value. The application of deep learning has received wide
concern in the field of Web GUI image recognition. Deep learning mainly
uses the potential laws and representation levels of learning sample data, and
thus enabling computers to recognize images automatically. Compared with
the traditional machine recognition algorithm, the deep learning algorithm
has the advantage of being intelligent, especially in Web GUI image recogni-
tion. At present, how to make feature extraction more efficient and applicable
has become a difficult problem in this field. Deep learning can learn the
features of sample data automatically, which can reduce the complexity
of feature extraction. When traditional deep learning algorithm is used to
extract features, Web GUI image recognition is not so accurate. The Web
GUI image recognition algorithm based on deep learning can well adapt
to the illumination and angle changes of the scene, and can quickly and
robustly learn image features and complete accurate recognition. Therefore,
a more effective depth learning algorithm should be proposed according to
the features of the image, so as to improve the accuracy of Web GUI image
recognition [3–7]. BP neural network belongs to an effective Web GUI image
recognition technology. When BP neural network is applied for recognize
images, a complex image preprocessing process is required. Feature data such
as Hu invariant moment and gray level co-occurrence moment are extracted
from the image for Web GUI image recognition. According to analysis
mentioned above, an amended Web GUI image recognition model depending
on convolutional neural network is proposed in this study. Convolutional
neural network is a representative algorithm of deep learning. Through weight
sharing and local connection, it can reduce not only the complexity of the
network model but also the number of weights [8–11].

Convolutional neural network is applied to effectively improve the effec-
tiveness of recognizing image. In order to make the convolutional neural
network learn more image features, the depth and breadth of the neural
network are usually increased. The deepening of the number of layers leads
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to a significant increase in parameters. When the data set is small, the neural
network will fit the characteristics of all the data rather than the commonness
between the data, resulting in over fitting. In general, the number of non
open source data sets often cannot meet the requirements of convolution
neural network training. Therefore, effective data enhancement algorithms
are needed to generate target images with clear details and rich features with
a certain data scale to support the training requirements of high-precision
and high robustness Web GUI image recognition algorithm models. Data
enhancement algorithm is an effective means to overcome the shortage of
data and prevent over fitting. On the one hand, it increases the samples of
convolutional neural network training set, improves the diversity and richness
of training images, and makes the training set as close to the test set as
possible, so as to improve the prediction accuracy. On the other hand, data
enhancement can make the neural network learn more and more robust image
features, and make the model more generalization [12, 13].

Advantage of convolutional neural network is that it is applied to take
the initial image as input variable, utilizes forward and back propagation
to optimize the model parameters, obtain the output prediction results, and
realize end-to-end learning. Convolution neural network simplifies the com-
plex process of image preprocessing and feature extraction, and reduces
the cost of manually designing appropriate feature extractors. However, the
convolutional neural network needs a lot of labeled samples for training and
powerful graphics processing to accelerate learning. At the same time, the
convolutional neural network structure also needs to spend a lot of time
to adjust parameters. MobileNet V2 is a lightweight convolutional neural
network and belongs to the MobileNets series [14–16]. The amended convo-
lutional neural network can reduce computational workload, ensure accuracy
of recognizing image. The amended convolutional neural network is featured
by small size, so it is suitable for low memory storage devices, and it has
the characteristics of response delay, so it can adapt to embedded devices.
Through amended convolution neural network, the depth method is used to
recognize the image, which can obtain better results [17, 18].

3 Improved MobileNet V2 Convolutional Neural Network

Convolutional neural network can be well applied in many fields, so the
improvement of convolutional neural network performance has attracted the
attention of many scholars. This network effectively reduces network com-
plexity through local sensing and parameter sharing. The design is superior
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and more adaptable in Web GUI image recognition, deformation, distortion,
tilt and other deformation forms. Through direct input of the image, feature
extraction and image reconstruction are avoided. Therefore, convolutional
neural network performs well in speech recognition, image analysis and text
classification, and has been widely used in many specific fields.

The structural features of convolutional neural network are as fol-
lows [19]:

(1) This model consists of convolution layer, pooling layer and full con-
nection layer. After calculation of convolution layer, the pooling layer
starts to calculate, and the two are calculated alternately. At the same
time, the feature extraction and classification processes are combined
together, which effectively simplifies feature extraction in the traditional
algorithm;

(2) Convolutional neural networks use local connections, and a single neu-
ron is only connected to some neurons. Through weight sharing module,
number of training weights can be effectively reduced and the issue of
over fitting can be prevented to a certain extent [20];

(3) Multilayer perceptron includes three important layers: inputting layer,
middle layer and outputting layer. Multiple layer perception has good
robustness to image translation, scaling and distortion.

MobileNet V2 network structure is developed and designed for mobile
devices and embedded computers. Previous standard convolution is replaced
by Depthwise Separable Convolutions. Besides, two hyper-parameter α and
β are used. α is a magnification factor, which is used to adjust the number
of convolution kernels, and β is used to control the image size parameters
of the input network, so as to greatly reduce the calculation amount and
the number of parameters, which effectively reduces the size of the model.
MobileNet V2 is innovative because it adds residual connection on the
basis of deep separable convolution to form an inverted residual block. The
traditional residual structure is 1×1 convolution dimension reduction→ 3×3
convolution→ 1×1. The convolution dimension is increased, and the number
of channels in the feature map is reduced first and then increased; the reverse
is true in the inverted residual structure, which is 1×1 convolution dimension
increase→ 3×3 convolution→ 1×1 convolution dimensionality reduction.
The number of channels of the characteristic graph increases first and then
decreases. The first two layers of the activation function of the module use
ReLU6, and the last layer uses linear activation function, which can reduce
the loss of features. The network level of MobileNet V2 is not deep, and the
core consists of 17 inverted residual modules [21].
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The activation functions used by MobileNet V2 are all ReLU (rectified
linear unit) functions, which are defined as [22]:

F (x) = max(0, x) (1)

The ReLU (Rectified Linear Unit) function is a commonly used con-
volutional neural network activation function. In region that satisfies the
condition x > 0, there is no gradient saturation and gradient disappearance.
Computation process is not so complex, and no exponential calculation can
be needed. The activation value is acquired as a threshold value. However,
when x < 0, gradient will be zero, and gradient of neuron and subsequent
neurons are also zero. They is no longer response to information, therefore
parameters are not changed, that is, neuron necrosis [23].

In Leaky ReLU function, on the basis of ReLU function, when s x < 0,
a very small value of γ is introduced as the gradient, which can avoid
the neuronal necrosis and supplement the gradient. The use of spanning
connection in the convolution of inverted residuals improves complexity of
model and ensures it easier to over fit the model when training. Therefore, a
Dropout layer is added to the cross connection, and part of the input data is
discarded randomly, which reduces the possibility of over fitting, increases
generalization and robustness of model.

4 Amended Convolutional Neural Network Learning
Method

Established MobileNet V2 convolutional neural network can be optimized
to further improve Web GUI image recognition accuracy of MobileNet V2
convolutional neural network. MobileNet V2 convolutional neural network
has a large number of parameters and complex structure. Therefore, when
the training data set is not very large, over fitting is easy to occur. To
avoid model over fitting, reduce the impact of complex background flicker
noise, and ensure that model can take well classification function for new
information, L2 regularization method, improved particle swarm model and
Dropout model are applied in optimizing MobileNet V2 convolutional neural
network [24].

4.1 L2 Regularization Algorithm

The idea of L2 regularization is that introduces the regularization item
(penalty item) to loss equation, and decrease complexity of the model by
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limiting the weight ω with the largest number of parameters in model to pre-
vent the model from arbitrarily fitting the noise information such as complex
background in the training set. It is assumed that the original loss function
used in the training process of the model is J0(ω, b), and the expression of
the mean square error loss function is [25]:

J0(ω, b) =
1

m

m∑
i=1

L(y′(i), y(i)) (2)

where, m illustrates number of elements in the sample data set; L represents
the cost function; y′(i) illustrates real value of neuron output; y(i) illustrates
desired output value of the neuron; b represents the amount of bias during
neuron transmission.

After the addition of regularization, J0(ω, b) is not directly optimized, but
it is mainly to optimize J0(ω, b) + cλR(ω). R(ω) refers to the regularization
term or penalty term, which is mainly used to describe the complexity of the
model, which is computed based on formula [26]:

R(ω) = ‖ω‖2 =
l∑

j=1

ω2
j (3)

where, ωj represents the weight of jth neuron, and l illustrates number of full
connection layers.

The regularized loss function expression is as follows [27]:

J(ω, b) =
1

m

m∑
i=1

L(y′(i), y(i)) +
λ

2m

l∑
j=1

ω2
j (4)

where, λ represents the regularization factor. In the experiment, L2 regular-
ization method is used to optimize the full connection layer and output layer.
After cross verification, λ is taken as 0.004.

4.2 Improved Particle Swarm Optimization

4.2.1 Forward propagation of MobileNet V2 convolutional neural
network

First, MobileNet V2 convolution neural network performs forward prop-
agation, including convolution and pooling operations. The calculation of
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convolution layer is expressed by [28].

xnj = f

∑
i∈Mj

xn−1j Kn
ij + bnj

 (5)

where, Mj represents the characteristic atlas, xnj represents the characteristic
value j of the nth layer, and Kn

ij represents the convolution kernel equation;
f() represents active equation, using sigmoid function; bnj is the offset factor.

The convolution layer and pooling layer can be computed in turn. The
convolution layer generally follows by the pooling layer. The pooling layer
equation is [29]:

xn+1
j = f

∑
j

xn−1j ωn
j + bn+1

j

 (6)

where, ωn
j represents the weight coefficient of the pool layer characteristic

graph.
Before the output value of the output layer is obtained, in the nth layer

Mobilenet V2 convolutional neural network, fn can be applied in represent-
ing pooled activation function for different layers, and the connection weights
of different layers are expressed by ω(n). The calculation process is described
by the following formula [30]:

y = fn(· · · f2(f1(x · ω1)ω2)) · · · )ωn (7)

The forward propagation value and error are computed. The error
equation is listed by:

E =
1

n

N∑
i=1

C∑
j=1

(ydji − yji)2 (8)

where, N illustrates number of training samples of MobileNet V2 convolu-
tional neural network input image; C represents number of neurons in the
output layer; ydji represents desired output value of jth output node of ith
sample; yji represents real output value of jth outputting node of ith sample.

4.2.2 Back propagation of MobileNet V2 convolutional neural
network

The purpose of backward propagation of MobileNet V2 convolutional neural
network is to take the parameters to be calculated as the particles of particle
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swarm optimization algorithm after the error between desired value and
actual value is calculated, and determine part optimization value and whole
optimization value through error calculation. The following formula is used
to update particles [31]:

v′ij = ω · vij + c1rand() · (pij − xij) + c2 · rand() · (pgj − xij) (9)

x′ij = xij + v′ij (10)

After iterative calculation, the updated particle is the weight of model.
Then network is propagated forward again until the error threshold converges
to the minimum range, and then the algorithm is stopped.

The algorithm flow is as follows:

Input: the number of particles (m), speedy coefficient 1 (c1), speedy coef-
ficient 2 (c2), inertia weight (ω), position of particles (x), velocity of
particles (v).

Output: optimized weight (cω[ ]).

Step 1: For each particle in the group, use Equation (7) in the forward propa-
gation of MobileNet V2 convolutional neural network and then Equation (8)
to calculate the error.

Step 2: if the minimum error threshold has been reached, stop the algorithm.
If there is no convergence, implement Equations (9) and (10) to update the
particles.

Step 3: transmit the updated particle information back to the MobileNet V2
convolutional neural network, update the weights to be trained, and calculate
the forward propagation error again;

Step 4: If the minimum value of the error threshold is not reached, return to
step 2. (c) Dropout algorithm

Dropout algorithm is aimed at MobileNet V2 convolutional neural net-
work. In the training process, some neurons and related connections are
randomly discarded according to probability, which is equivalent to training
multiple sub networks at the same time. Figure 1 shows the structure of
MobileNet V2 convolutional neural network optimized by Dropout algo-
rithm [32]. In Figure 1,C ′1 is first convolution layer,C ′2 is second convolution
layer, S′1 is first pooling layer, S′2 is second pooling layer.

Dropout algorithm realizes the reduction of MobileNet V2 convolutional
neural network, i.e., it adopts the method of randomly discarding several
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Figure 1 MobileNet V2 convolutional neural network optimized based on dropout algo-
rithm.

neurons to form a sub network of the complete network. For the network
containing n neurons, it can theoretically construct 2n sub networks. In the
process of training samples, a reduced sub network is formed each time for
training. Each neuron is activated according to the probability p, and the
calculation formula is as follows [33]:

p = (pa = 1|x) =
∑

i,j∈Ba

eω
n
ijx

n−1
j +bni

1 + e
∑

i,j∈Ba
ωn
ijx

n−1
j +bni

(11)

where, pa represents the probability that sample a becomes 1; Ba represents
the number of class i neurons belonging to sample a.

In MobileNet V2 convolutional neural network, dropout algorithm uses
Ising model to identify neurons with low connection energy, and temporarily
discards these neurons in training and reasoning. A remarkable property of
Ising model is that as the system evolves, its energy will decrease at the
same time. The method of overall energy reduction is actually consistent
with the microscopic principle of copying neighborhood states. Through
training (changing the weight of interconnection), the optimized network
model can map the pattern to be remembered to the state of minimum energy,
and then spontaneously evolve to this state of minimum energy through the
neighborhood interaction rules of Ising model [34].

It is assumed that each neuron has two states: active and inactive, which
are represented by 1 and −1 respectively. The connection weights of neurons
i to j are represented by ωij . In the beginning, the input vector is mapped to
the active and inactive states of each neuron. During network training, each
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neuron updates the state following the below rules [35]:

Si(t+ 1) =


1,
∑
j

ωijSj(t) > θi

−1, other
(12)

where, θi represents the threshold factor; ωij illustrates connective weight, t
represents time, and Sj(t) illustrating activate status of neuron j on moment t.

According to the above-mentioned rule, if all the neurons adjacent to
neuron i are activated and their connection weight is positive, the neuron may
be activated, which is equivalent to minimizing a global energy function. If
the neural network operates according to the above rule, the total energy will
be reduced as much as possible, and the strength of neuron interaction varies
with the connection.

The MobileNet V2 convolutional neural network optimized based on
dropout algorithm can reduce the network structure and improve the gen-
eralization performance of MobileNet V2 convolutional neural network. The
reduced sub networks can share the weight. The order of magnitude of the
parameters is O(n2), which can make the sample training more applicable
and robust.

5 Web GUI Image Processing

The batch normalization method is used to accelerate the network conver-
gence to solve the problems of long convergence time and large parameter
memory requirement; the algorithm process is as follows: calculate the mean
and variance of n samples x1 ∼ xn in each batch [36]:

η =
1

n

n∑
i=1

xi (13)

σ =
1

n

n∑
i=1

(xi − µ)2 (14)

where, µ represents the batch mean value, σ represents the batch variance,
and then the following formula is used for normalization:

_
x i=

xi − µ√
σ2 + ε

(15)
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Equation (15) is used to obtain data
_
x i with mean value of 0 and variance

of 1. The purpose of equation ε is to avoid the constant set when the variance
of 0 fraction is not tenable. In order to avoid data normalization destroying
the feature distribution, it is necessary to use reconstruction transformation to
restore the original feature distribution [37]:

yi = γixi + βi (16)

γi =
√

var[xi] (17)

βi = E[xi] (18)

where, γi and βi are obtained through training, var is the variance function,
and E is the mean value. The image is input into the model in the form of
vector. The above parameters are vectors, and the dimension is consistent
with the size of the input image (the input image in this paper is 256 × 256
dpi, i.e., the parameter dimension is 256 × 256) function.

6 Simulation Analysis of Web GUI Image Recognition

The improved MobileNet V2 convolution neural network is used for Web
GUI image recognition. The simulation analysis of Web GUI image recog-
nition is carried out in Ubuntu 16.04 LTS 64 bit system. The open source
framework of Caffe deep learning is used and the analysis program is com-
piled with MATLAB software. Eight computers with the same configuration
are selected for simulation analysis. The configuration of the computer is as
follows: 32GB memory and Intel processor r Core TM I7-6700KCPU@4.00
GHz X8, NVIDIA GTX980Ti graphics card is selected for image processing.

MINIST data set is used for Web GUI image recognition, which is
constructed by American national standards and technology. The training set
is composed of 250 numbers written by different people. Some samples are
shown in Figure 2. The MINIST data set includes 70000 images, of which
60000 are training sets and 10000 are test sets.

To verify the effectiveness of the proposed image identification model,
According to the types and characteristics of controls in web pages, the
subjects selected 163 mailbox of web pages, and manually intercepted a total
of 10 representative operable control elements in different pages as the bench-
mark image. The types of controls include Button, Textbox, Droplist and
Listbox. The resolution of ten reference images is intercepted at 1280*720
display resolution. The specific GUI image elements are shown in Figure 2.
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Figure 2 Partial samples of 163 mailbox GUI.
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Figure 3 Curve of iterative training’s error variation.

The traditional convolutional neural network and the improved convolu-
tional neural network are used to train and test respectively. The variation
law of the overall loss function of the two network models with the number
of iterations and the variation trend of the average recognition accuracy on the
test set are compared. The error change curve of 5000 iterations of training
with the training data set is shown in Figure 3, and the change curve of model
recognition accuracy with the number of iterations is shown in Figure 4.

According to results in Figures 3 and 4, two networks are fitted quickly
in about 2000 iterations, and the accuracy increases rapidly; In the process of
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Figure 4 Curve of iterative training recognition accuracy.

2000 ∼ 4000 iteration operations, loss result declines slowly and recognition
precision rises slowly; When number of iteration times rises to 4000, loss
results incline to be stable, and recognition precision also remains stable.
Then, the model converges. The performance of amended network model is
better than that of the traditional network model. Simulation results illustrate
that maximum recognition precision of traditional convolutional neural net-
work is 87.43%, while mean recognition accuracy of amended network model
is 98.3%, which is significantly improved relative to conventional network
model.

163 mailbox GUI data set was run for 10 times. The recognition results
of each model under different data scales are shown in Figure 5.

It can be seen from Figure 5 that the recognition rate of amended network
method for different data scales is higher than that of conventional amended
network method. With the increasing size of data, the amended network
method possesses the big impact on Web GUI image recognition rate, and
the fluctuation range of recognition performance increases. Therefore, the
amended network method has good robustness.

Each test data set is run for 8 times, and the performance results of
the model are compared between the minimum recognition rate RM , the
maximum identification rate Rl, average identification rate R and running
time t. The results of model performance is illustrated in Table 1.

According to the analysis results in Table 1, on 163 mailbox GUI data set,
compared with the conventional network method, amended network model
has biggest minimum identification rateRM , maximum identification rateRl
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Figure 5 Identification results of 163 mailbox GUI data sets by different models.

Table 1 Method performance statistical results
Index Traditional Network Amended Network
RM 95.4 98.5
Rl 96.9 99.4
R 95.8 99.3
t 188.5 119.3

and average identification rate R, indicating that amended network method
has good feasibility and correctness. Compared with conventional network
method in running time, running time of amended network is less than that of
conventional network. Research results illustrate that the amended network
has higher convergence accuracy.

Using the enhanced data for training, the amended network can learn
more typical image features, and enhance the anti-interference ability and
generalization ability of the algorithm. Aiming at the problem of low accu-
racy in scene recognition, an algorithm based on saliency image detection
is designed to eliminate the background information in the image, highlight
the effective features of the image, and reduce the interference caused by the
change of illumination and angle of view in the recognition process.

The four versions of the project management system are registered,
logged in and logged out for testing, and the pass ratio of Web GUI test is
shown in Figure 6. As seen from Figure 6, the pass ratio of Web GUI test
based on amended network is higher than that based on traditional network,
results show that the proposed algorithm can obtain better Web GUI test
effect.
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Figure 6 Pass ratio of Web GUI test.

7 Conclusion

In view of the slow convergence and over fitting of conventional network, a
MobileNet V2 network based on L2 regularization method, improved intelli-
gent algorithm and dropout method are presented. The amended network has
greatly improved the convergence efficiency and robustness. Finally, the tra-
ditional convolutional neural network and the improved convolutional neural
network are used to identify the 163 mailbox GUI data set. The simulation
results show that compared with traditional network method, amended net-
work model is substantially improved in terms of Web GUI image recognition
rate and convergence efficiency. The improved Web GUI image recognition
algorithm has the advantages of fast convergence speed, high recognition
accuracy, strong generalization ability, small space occupied by the model
and low time-consuming for a single image, which can meet the practical
application needs of Web GUI image recognition. The proposed improved
network model also has some shortcomings, which is too simple to be used
for simulation and analysis of data sets. Next, we will continuously optimize
the performance of the model for the images in different occasions in the
complex environment, and apply more complex Web GUI image recognition
applications.

The practical application environment of Web GUI image recognition is
very complex. Therefore, the network model still needs to use more dense
real data for self-learning and verification testing to ensure its practicality
and reliability. The algorithm proposed in this paper has only completed the
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simulation experiment, and has not been applied to the actual error correction
system. Therefore, how to integrate the high-precision Web GUI image
recognition algorithm into the actual Web GUI image recognition system to
complete the error correction is the main content of the next stage of research.
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