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Abstract

At present, the advancement of science and technology has contributed to the
emergence of various network parallel environments, web service concur-
rency environments and massively parallel processors. In order to abstract
some practical systems into concurrent system models, it is necessary to
conduct model analysis, and to perform deadlock detection of the concurrent
system. Despite prior studies on the control problem of the synchronous
concurrent system, there remains room for improvement in terms of work-
load, time, and efficiency. Some very practical methods are explored by
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introducing locking and unlocking to synchronize the concurrent system,
and the algorithm that involves the specific regulation is provided. The Petri
net model of the controller is developed to provide an effective method
applicable to find the deadlock and to prevent and eliminate the deadlock
for synchronous concurrent systems.

Keywords: Synchronization concurrent system, Petri net, deadlock detec-
tion, deadlock controller, concurrency, deadlock elimination, Petri net with
data, data consistent.

1 Introduction

Preventing and eliminating deadlocks [1, 2] play an essential role in ensuring
the security of various concurrent systems. Removing the deadlock of circular
possession of resources is to either deprive one party of resources to the other
party, or to regain the resources. One method undermines fairness, while the
other may cause the deadlock to recur.

Petri net is one of the research hotspots in the field of computer sci-
ence, providing a solution to modelling and the control of discrete event
systems (DES). Applicable in discrete event systems, Petri net also provides
a mathematical framework to remove the deadlock from various concurrency
systems. It is effective in preventing the deadlock in automated manufacturing
systems (AMS).

For concurrent systems, there are two ways to conduct deadlock analysis.
One is to find the deadlock marking using a reachability graph. The other
is that the incidence matrix solution is used to judge which transitions
are causal, concurrent and conflicting relationships for subsequent deadlock
analysis. As a regulation or requirement for the system behavior, specification
is introduced into Petri net according to the reachability graph. It can include
a set of constraints applied to limit the operation of the system, thus ensuring
the correctness and reliability of the system.

The synchronization of the concurrent events [8, 9] is to execute a
pair of critical areas protected by lock synchronization sequentially twice.
Through deadlock avoidance [10, 11] and deadlock elimination, the deadlock
is removed from the root. Thus, further deadlock is prevented. To remove
the deadlock of cycle possession of resources is either to deprive one party
of resources to the other party, or to regain the resources. One method
undermines the fairness, while the other may cause the same deadlock to
recur.
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S3PR net is premised on a control/supervisory place. In a Petri net with
resources, the deadlock can be removed by introducing the control place that
is a special type of place. It plays a role in limiting the allocation and use of
resources, thus preventing the deadlock.

An incidence matrix is based on place-invariant. In the Petri net, the
incidence matrix and P-invariants are combined to remove the deadlock. As a
property of calculating the state of the Petri net, the P-invariant is used to
describe the pattern of the number of markers in the place over transitions.
By analyzing the incidence matrix and P-invariants, the position of deadlock
can be traced and it can be eliminated. Siphon and trap is the basic structure
of Petri net. If the siphon lacks token in a marking, there remains no token
in successor marking. That is to say, a siphon loses tokens only. The trap
contains at least one token in a marking, and then it is marked in each post
marking. That is to say, the trap can gain tokens only. Deadlocks can be
prevented by using siphons and traps to analyze the liveness of the Petri net.

One cause of deadlock is the uneven distribution of resources. For exam-
ple, there are excess resources on one assembly line, while there are no
resources on the other assembly line. The solution to this is very simple;
that is, the excess resources are transferred to the assembly line lacking in
resources. Another cause of the deadlock is as follows. When a resource r1 is
occupied by one thread thread1, an application is made for a resource r2 that
has been preoccupied by another thread thread2. Thus, thread1 and thread2
are made to wait for each other.

The solution in the current practice is detailed as follows. The resources r1
and r2 are treated as a whole to apply for r1 and r2 simultaneously. After the
resource is used, the resources r1 and r 2 are released at the same time. In this
paper, a new solution is proposed. According to this solution, an inhibitor arc
is used to inhibit other transitions for occupying r2, which prevents resource
r2 from being occupied by thread1.

In Section 2, the basic process of eliminating deadlocks is followed
to obtain the marking by building the reachability tree or graph. As for
deadlock marking, the cause of deadlock is analyzed. Based on the marking
deadlock, the specification basic algorithm is applied to remove the deadlock.
In Section 3, different targeted solutions are provided for different dead-
lock cases. In Section 3.1, deadlock occurs due to limited resources. For
this reason, the resources are used in this paper to eliminate the deadlock.
In Section 3.2, when a thread occupies the resources and the resources
occupied by other threads are requested, the threads wait to be occupied,
and the deadlock is eliminated by increasing the inhibitor arc. In Section 3.3,
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the conversion of resource is performed to remove the deadlock with one
pipeline awaiting resource and another pipeline with excessive resource.
In Section 3.4, a more common way is adopted to solve the deadlock, which
is to introduce the control/supervision place. Through the incidence matrix,
the initial token of the place is analyzed. With the corresponding arc added,
the deadlock is eliminated. In Section 3.5, the Petri net with data operation is
proposed to formally describe the multi-threaded concurrent system. In this
paper, it is concluded that data reading is inconsistent. Therefore, lock and
unlock mutually exclusive resources need to be added in the code to ensure
the consistency of data reading and writing. In Section 4, a summary of this
paper is presented.

2 Controller Synthesis Algorithm

Definition 1 (Petri net). N = (P,T,F) where P is a set of places, T is a set of
transitions, F is a flow relation F ⊆ (P × T) ∪ (T × P), and P ∩ T = ∅.
Figure 1 shows a net, where a circle represents a place (P), a bar or box
represents a transition (T), and the arc between the box and circle represents
the flow (F) relations.

In Figure 1 the set {s1, s2} is a siphon; the set {s3, s4} is a trap, denoted
as s2 and s1 respectively. Therefore,

•{s1, s2} ⊆ {s1, s2}•.

This property is referred to as siphons. Therefore,

{s3, s4}• ⊆ •{s3, s4}.

This property is referred to as traps.

s3 s4

t4

t5

s1 s2

t2

t1

t3

Figure 1 Siphon and trap.
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According to the definition of siphon and trap, if the siphon is out, it
cannot gain entry again. As a trap, once it enters a trap, it will never get out
again. The precursor of Siphon is included in the successor, and the successor
of the trap is included in the precursor.

Definition 2 (deadlock). Let Pn = (P,T,F, M0) be a Petri net and Me be the
end marking. M ∈ R(Pn,M0) is a deadlock w.r.t Md (deadlock marking for
short) if ∀t ∈ T,∧M[t > ∧Md ̸= Me.

Definition 3 (livelock). Let Pn = (P,T,F,M0) be a Petri net and Me be the end
marking. M ∈ R(Pn,M0) is a livelock w.r.t Mv (deadlock marking for short)
if Mv ∈ R(Pn,M0),∋ t ∈ T,Mv[t > ∧Mv ̸= Me.

It is necessary to apply control on the deadlock of the system. In this
system, the controller is introduced to remove the deadlock integrating the
control specification. The specific process is as follows:

Step 1: From the Petri net model of the original system, its reachable marking
diagram (RMG) is generated.

Step 2: From the original system reachable marking diagram RMG and the
control specification (Spec) [2–5], the reachable state graph of the
target system is generated.

Step 3: From the target system reachable marking diagram, the reachable
marking diagram RMG (C) [6–8] of the controller is generated.

Step 4: From the reachable marking diagram RMG (C) of the controller, the
Petri net model (C) of the controller is generated.

2.1 Algorithm 1

Enter:
∑

= (P, T, F,M0).
Output: RMG(

∑
) = (V,E; f).

Step 1: Sets V ← {M0}, E ← ∅, the initial value and marks M0, it as
“new”.

Step 2: If there is no “new” node in V , the construction process ends,
otherwise go to Step 3.

Step 3: Select M ∈ V , a “new” node and do the following:
Step 3.1: ∀t ∈ T , if, M [t > do the following work:
Step 3.1.1: Find out M ′, which makes M [t >.
Step 3.1.2: If M ′ ∈ V , then set E ← E ∪ {(M,M)}, f((M,M ′)) ← t,

turn to Step 3.2, otherwise revert to Step 3.1.1.
Step 3.1.3: If ∃M ′′ ∈ V , ∀p ∈ P , and M ′′(p) ≤ M ′(p), all the p.s.t

M ′′(p) < M ′(p) that M ′(p)←∞ are satisfied.
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Step 3.1.4: Set V ← V ∪{M ′}, E ← E∪{(M,M ′)}, f((M,M ′))← t,
mark “new”, and revert to Step 3.1.

Step 3.2: Cross out M , the “new” and revert to Step 2.
According to the literature [9], the finite termination and correctness of

the Petri net reachability tree generation algorithm are performed. Combining
the same identification nodes in the reachability tree, the reachability graph
algorithm [10–12] ensures the limited termination and correctness of the
reachability graph generation algorithm.

2.2 Algorithm 2

Input: RMG (
∑

), Spec//Spec is a set of linear inequalities about the
identification//

Output: RMG(
∑

ΘC).
Step 1: According to the actual requirements, Tc determines the con-

trolled transition set and Tu determines the uncontrolled transition set. Thus,
Tc ∩ Tu = ∅, and Tc ∪ Tu ̸= ∅.

Step 2: ∀tc ∈ Tc is correct, for which pc place is controlled by the
transition tc. Thus, the control place Pc is collected.

Step 3: Increase the length |P | of the identification vector of any node
M ∈ V in the RMG (

∑
) to |P |+ |Pc|.

Step 4: According to the requirements of the specification, solve Pc,
which is the value of the part of the sub-vector, and fill in the value of the
corresponding sub-vector in the processed RMG (

∑
) for compliance with

the requirements of the specification. Thus, RMG(
∑

ΘC) is obtained.
Spec is a set of linear inequalities about the identity, involving the conser-

vation equations, each of which contains one of the identification variables.
Since the node identification in the RMG (

∑
) is deterministic, the partial

vector Pc can be solved. Due to the constraints of the specification, the
deadlock in the RMG (

∑
) is prevented. This RMG(

∑
ΘC) contains no

deadlocks.

2.3 Algorithm 3

Enter: RMG(
∑

and C) = (V,E, f).
Output: RMG(C) = (V C,EC, fC).
Step 1: V C = {ΓP−Pc(M)|(∀M ∈ V ) ∧ (ΓP→Pc(M))}, PC is the

projection vector.
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Step 2: ∀M ′, M ′′ ∈ V , if (M ′,M ′′) ∈ E, and f((M ′,M ′′)) = t,
then set EC ← EC∪{(ΓP→Pc(M),ΓP→Pc(M

′′))}, fc(ΓP−Pc(M),ΓP→Pc

(M ′′))← t.
Since

∑
ΘC it is actually

∑
synchronized with C, for ∀t ∈ T∑

ΘC, there
are cases as follows.

Case 1: If t ∈ T∑ − TC , then M ′[t > M ′′, iff ΓP→P
∑(M ′)[t >

ΓP→P
∑(M ′′) and ΓP→Pc(M

′) = ΓP→PC
(M ′′).

Case 2: If t ∈ T∑ − TC , then M ′[t > M ′′, iff ΓP→Pc(M
′)

[t > ΓP→PC
(M ′′) and ΓP→P

∑(M ′) = ΓP→P
∑(M ′′).

Case 3: If t ∈ T∑ ∩ TC , then M ′[t > M ′′, iff ΓP→Pc(M
′′)[t >

ΓP→P
∑(M ′′) and ΓP→Pc(M

′)[t > ΓP→P
∑(M ′′).

In this way, RMG(C) = (Vc, Ec, fc), which is actually RMG(
∑

ΘC)
projected on C.

The algorithm for generating a reachable tree is Algorithm 4.

2.4 Algorithm 4

Input: RMG (C).
Output: C = (Pc, Tc, Fc,Mc0).
Step 1: Set Fc ← ∅, mark Mc0 = Φ, and push Mc0 to stack.
Step 2: If the stack is not empty, do Step 3, otherwise it ends.
Step 3: Top node Mc that is not marked, then proceed to Step 4 or Step 5

otherwise.
Step 4: ∆MC = MC−stack(top), remember f(stack(top),MC) = t,

and proceed to Step 4.1.
Step 4.1: ∀pc ∈ Pc, if ∆MC(pC) > 0; that set FC → FC ∪ {t, pC}, if

∆Mc(pc) < 0, that set Fc ← Fc ∪ {(pc, t)}.
Step 4.2: Push Pc and Mc into stack, to run Step 3.
Step 5: Pop the stack and run Step 2.
According to the state equation of the net theory [10–12], it is known that

Mc−stack(top) = AT t, where AT represents the transferred array of the
correlation/incidence matrix [9] of the net C. t = f((stack(top),Mc)). Thus,
from every two nodes of the RMG (C) and their associated edges, the previous
equation of state is used to obtain the net (Pc, Tc, Fc). The structure of C
about the initial identification of C, denoted as Mc0, is obtained by identifying
the initial node of the RMG (C). Then, the net C = (Pc, Tc, Fc,Mc0) is
obtained.
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3 Handling of the Deadlock Phenomenon

Deadlocks are one of the anomalies that are likely to occur in concurrent
systems [13–15]. If they are not eliminated, they would lead to the failure
of the whole system. In this section, it is analyzed how the deadlock can be
prevented.

One of the contributors to deadlock is the uneven distribution of
resources, such as the circumstance that there are excess resources on one
assembly line but no resources on the other assembly line. A simple solution
to this problem is to direct the excess resources to the assembly line with a
lack of resources.

In Figure 2(a1),
∑

1 is a Petri net. In Figure 2(a2), the Petri net suffers
deadlock. Figure 2(b) shows the reachable marking diagram RMG (

∑
1).

As can be seen clearly from Figure 2(c), there are two deadlock states, of
which one (02000) is caused by t1 and the other (00200) is caused by t2.
Figure 2(d) shows the reachability graph in which the deadlock is controlled.

In order to eliminate the deadlock, the control places s1 and s2 are
introduced, and they agree on the control specification.

Spec = {M(p2) < 2,M(p3) < 2,M(p2) +M(s1) = 1,

M(p3) +M(s2) = 1|M ∈ R(M0)}.

Since M0(p3) = M0(p2) = 0, M0(s2) = M0(s1) = 1, and the RMG
(
∑

1) evolves into RMG (
∑

1ΘC1), as shown in Figure 2(c). According to
Algorithms 3 and 4, respectively, the RMG, including (C1) (Figure 2(b)) and
C1 (Figure 2(c)), are obtained. What C1 is obtained is the Petri net of the
controller model that is sought. The structure C1 should be noted.

3.1 Method 1

Introducing resources to eliminate deadlock.
The lack of resources is one of the main reasons for the deadlock, as

shown in Figure 2. If a token is added into p0, it is easy to eliminate the
deadlock, as shown in Figure 3.

3.2 Method 2

Introducing the inhibitor arc to avoid deadlock.
Another reason for the deadlock is that resource r1 is occupied by one

thread thread1 and then resource r2 is requested that has been occupied by
another thread thread2. Thus, thread1 and thread2 wait for each other.
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(a1) A Petri net.  (a2) The emergence of the deadlock.  
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t5 t5
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(01010)

(01100)

(00011)

 

(b) RMG 1 . 

1100001

(2000011)

1010010

t1

t1

t1

t2

t2

t2

t2

t3

t4

t4

t4

t5 t5

t5

t1

t5
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(0010110)
(10001)

(0100101)(0011010)

(1001011)

(0101001)

(0110000)

(0001111)

 

(c) RMG C . 

t1

t2
t3

t1

t2
t4

t4 t5

t5

   

(d) RMG C . 

Figure 2 Petri net and the RMG, control place/transition, and the controlled RMG.
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Figure 3 Introducing resources to eliminate deadlock.

The solution is as follows. Resources r1 and r2 are taken as a whole to
apply for r1 and r2 at the same time. After the resource is used, resources r1
and r2 are released at the same time. In this paper, a new solution is proposed
by means of the inhibitor arc. The resource r1 inhibits other transitions to
occupy r2, thus occupying resource r2.

Definition 4 (inhibitor net). An inhibitor net is a tuple InN = (P,T,F,I,m0),
where P is a set of places, T is a set of transitions, P ∩ T = Φ, F ⊆ (P × T)
∪ (T × P) is a flow relation, I ⊆ P × T is a set of inhibitor arcs, and m0 ⊆ P
is the initial marking. An inhibitor arc (p,e) ∈ I means that e is enabled only
if p is unmarked. In graphs, the inhibitor arc (p, e) is indicated by an edge
with a small circle at the end, and any set of places m ⊆ P is referred to as a
marking.

When there is already a token in p1 or p2, which means t1 or t2 has
occurred once in Figure 2, the inhibitor recurs, as shown in Figures 4(a) and
4(b). The reachability graph is shown in Figure 4(c).

3.3 Method 3

Add the mutually conversion transition.
Adding mutual conversion transitions means that two tokens are posi-

tioned in one place, after a transition into the corresponding place synchro-
nized with the place shown in Figure 5. The reachability graph is presented
in Figure 6 where no deadlock nodes exist.

3.4 Removing the Deadlock: Implementation Usage of the
Resource Controller

In this paper, the red transition represents the enabling transition. That is to
say, the transition in red can be fired. In Figure 7, there is no transition that
can be fired, which means no red transition is present.
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(a) Introducing an inhibitor arc.                   (b) Running without deadlock. 
 

 

(c) Inhibitor arc improved RMG 1 . 

11000
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t4
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(10001)

(01001)(00110)
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(01010)

(01100)

(00011)

Figure 4 Using the inhibitor arc to avoid deadlock.

   
(a) The occurrence of deadlock on the net.    (b) Introducing transition to eliminate deadlock. 

Figure 5 Introducing the mutually converted transition.

According to the business flow net in Figure 7(b) (deadlock occurs),
deadlock occurs due to the competition for shared resources. Add Figure 8
for access control of resources to achieve Figure 9(a) for dead free. With the
concept of atomicity introduced, t1 or t5 or p9 and p10 show simultaneity and
avoid deadlock in Figure 9(b). In order to ensure the safety and stability of
the system, control place is introduced, as shown in Figure 10(a)(b).
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t1

11000

(20000)

10100
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Figure 6 RMG (
∑

1) for converted transition improvement.

  
(a)  Exemplary net.             (b) Deadlock.  

Figure 7 Deadlock occurs to the net.

Figure 8 One solution of introducing t9 to automatically release the deadlock when it
occurs.
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Figure 9 (a) Introducing reading arc to avoid deadlock. (b) Introducing reading arc between
p10→t1 and p9→t5.

     
Figure 10 (a) Introducing control place to release the deadlock and (b) read arc to release
the deadlock.

3.5 Removing Inconsistent Data: Implementation Usage of the
Lock and Unlock Mutex

Definition 5 (Petri network with data, DPN). A 9-tuple Σ = (Pc, Tc, Fc,
Pd, Tr, Tw, Fr, Fwr, Fww) is called a Petri net with data, if it satisfies the
following conditions:

(1) Pc is the control library, Pd is the database, and they meet Pc ∩Pd = ∅;
(2) Tc is a collection of control changes;
(3) Fc is a control arc, including Tc× Pc ∪ Pc× Tc;
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Figure 11 Concurrency code.

t1

t3

t5t8

t2

t6

t9t7

p1

x:=2

p3

r1:=x

p5

p6

if(r1=2) if(r1!=2)

y(0)

x(0)

y:=1

x:=1

p2

p4

p7

p8

r2:=y

if(r2!=0) x:=3
if(r2=0)

3

2

Figure 12 A DPN description of the concurrent code (Figure 11).

(4) Fd reading and writing data arc, {Tr, Tw}×Pd∪Pd×{Tr,Tw}, where
Fd includes reading data (Fr), writing data (Fwr, Fw) arc, i.e. Fr:Pd ×
Tr and Fw (Fwr, Fww) i e. Fw:(Pd × Tw, Tw × Pd).
The operation on the data is as follows: Fd →Pd and Pd →Fd, and Pd

= {[D1, val1], [D2, val2]. . . , [Dn, Valn]} is a finite set of shared data
elements D, where vali is the value of Di.

(5) C: m (Pc ∪ Pd) {0,1,2. . . }, indicating the configuration or state, where
D = (m, d), m is marking, d is the data value, while C0 and D0 are the
initial configuration.

For the pd ∈ Pd of the data in DPN, the function getValue (pd) is applied
to obtain its value. For convenience, a set of implementation data opera-
tion functions are proposed as well. Read: getValue (pd), Write: setValue
(pd) = D. The database is described in the form of (Key, Value), and it is
also simply recorded as x (value), where x is the shared variable name.
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Figure 13 The introduced control place c.

Figure 14 Locking/unlocking to the concurrency code.

Figure 11 shows a concurrent code of two threads used to access the
shared variables x and y. An inconsistency of data reading occurs in Figure 12
where description is made using Petri net with data: r1 may be 1 or r1 is 2 or 3.
As shown in Figure 13, the control place is added to synchronously control
the access of x. As shown in Figure 14, locking and unlocking are performed
for the synchronous coding of x.

4 Conclusion

As a solution to concurrent system modeling, Petri net is widely used for
deadlock control. Currently, it is common to study the method of Petri net-
based synchronous concurrency control. In this paper, the deadlock caused
by synchronous concurrency control is explored. The method proposed in
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this study and the research result provide some guidance. Petri net pro-
vides an effective solution to model detection and construction in concurrent
systems. It is worth exploring the methods used to detect dead-lock and
live-lock in concurrent systems, and the elimination of dead-lock and live-
lock is achievable. In this paper, the existence of dead-lock and live-lock is
determined by calculating the reachability graph and using the correlation
matrix. With the assistance of a reading arc and inhibitor arc, the Petri net
with data reading and writing place can eliminate deadlock, achieve live-
lock and enable the control of inconsistency in data reading and writing, thus
ensuring the correctness of the concurrency system.

Through the removal of deadlocks, the marking is obtained by construct-
ing a reachability tree or graph. For the purpose of deadlock marking, the
cause of the deadlock is analyzed. With the deadlock eliminated from the
graph, the specification basic algorithm is applied to eliminate the deadlock.
Different targeted solutions are provided for different cases of deadlock.
Due to the deadlock caused by the limited availability of resources, there
is an increase in the resources needed to eliminate the deadlock. When a
thread occupies the resources and applies for the resources occupied by other
threads, the threads wait to be occupied, and the deadlock is eliminated
by increasing the inhibitor arc. The conversion of resource is performed to
remove the deadlock with one pipeline waiting resource and another pipeline
with excessive resource. The more common solution to the deadlock is to
increase the control/supervision place. Through the correlation matrix, the
initial token of the place is analyzed and the corresponding arc is introduced,
thus eliminating the deadlock. The Petri net with data operation is proposed
to make the formal description of the multi-threaded concurrent system. It is
concluded that the data reading is inconsistent. Therefore, the locking and
unlocking of mutually exclusive resources are required for coding to ensure
the consistency of data reading and writing.

Furthermore, the corresponding controller is integrated through the intro-
duction time Petri model and control specification. The running trace is
reduced by analyzing the running trace of the concurrent system on the Petri
net with data reading and writing.
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