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Abstract

With the proliferation of information globally, the search engine had become
an indispensable tool that helps the user to search for information in a simple,
easy and quick way. These search engines employ sophisticated document
ranking algorithms based on query context, link structure and user behavior
characterization. However, all these features keep changing in the real sce-
nario. Ideally, ranking algorithms must be robust enough to time-sensitive
queries. Microblog content is typically short-lived as it is often intended to
provide quick updates or share brief information in a concise manner. The
technique first determines if a query is currently in high demand, then it
automatically appends a time-sensitive context to the query by mining those
microblogs whose torrent matches with query-in-demand. The extracted
contextual terms are further used in re-ranking the search results. The experi-
mental results reveal the existence of a strong correlation between ephemeral
search queries and microblog volumes. These volumes are analyzed to iden-
tify the temporal proximity of their torrents. It is observed that approximately
70% of search torrents occurred one day before or after blog torrents for
lower threshold values. When the threshold is increased, the match ratio of
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torrent is raised to ∼90%. In addition, the performance of the proposed model
is analyzed for different combining principles namely, aggregate relevance
(AR) and disjunctive relevance (DR). It is found that the DR variant of the
proposed model outperforms the AR variant of the proposed model in terms
of relevance and interest scores. Further, the proposed model’s performance
is compared with three categories of retrieval models: log-logistic model,
sequential dependence model (SDM) and embedding based query expansion
model (EQE1). The experimental results reveal the effectiveness of the pro-
posed technique in terms of result relevancy and user satisfaction. There is
a significant improvement of ∼25% in the result relevance score and ∼35%
in the user satisfaction score compared to underlying retrieval models. The
work can be expanded in many directions in the future as various researchers
can combine these strategies to build a recommendation system, auto query
reformulation system, Chatbot, and NLP professional toolkit.

Keywords: Page ranking, microblogs, temporal queries, query context,
ephemeral information.

1 Introduction

Retrieval of information from search repositories is highly dependent on key-
words supplied by the user in its query. The pages are retrieved by matching
the query keywords with the term weight vector of the documents archived
in the search engine’s database [20]. The scheme performs outstandingly
when the user transforms their information needs into a well-defined set of
keywords. However, it has been observed in a study done on the Alta Vista
query log that the average query length issued by the user is 2.31 words with
less than 4% of the queries having six terms and nearly 70% of queries having
only a single term [21]. So, speculating the information on such a condensed
representation leads to the inclusion of the wrong document in search results.

Here, the concept of anticipating the context of user search may play an
important role. Further, deducing the context of a user query is not an easy
task. The reasons are synonymy and polysomy of words (keywords). Many
keywords exist in literature having different meanings to different people in
different contexts at different times. So, finding the context of the query is a
subjective, intent-specific time-varying concept.

For instance, in today’s scenario, if a user issues a query about CORONA,
the users would be interested in knowing about the recent COVID-19 deadly
virus and its variants. On the other hand, if no such event occurred in
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2019–2021, the people may not be concerned about its cause, prevention and
vaccination. Analogously, user interest sifted to Ukraine when Russia invaded
and occupied part of Ukraine in 2022. If these events had not happened in
recent years, people may not be bothered about COVID or the Russo-Ukraine
war. These situations necessitate the need for the search engine to rearrange
the search results as per the temporal interest of the user.

Thus, the work aims to devise a technique that can identify ephemeral
popular queries, understand their search context and accordingly provide
up-to-date information that best fits the user’s interest.

Here, a query is said to be in the ephemeral popular state if some unusual
event related to a query occurred in a short duration due to which the volume
of query in search logs floods out. In such situations, if the search engine
follows the traditional ranking algorithms and provides the search results
based on query terms only, the user’s information need will not be fulfilled.
So, it becomes essential for the search engine to identify those social web
resources (as social resources are a good reflector of human behavior and
interest) that are also affected by the same cause.

Since microblogging is a popular activity where people share current
events or time-sensitive information, it can serve the further purpose of
this research. Some studies also show the credibility of information in
time-sensitive social media like Twitter and Facebook [10]. In fact, work
in [11] identified user temporal location using microblogging services [34].
Examples of such services also include predicting electoral results using
Twitter [12], space-time analytics for crisis management [13] and real-time
disaster detection by social sensors [15].

The objective of this work is to analytically observe the correlation
between the search volumes and tweet volumes on a topic at varying times.
The experimental results show that these two volumes are affected by the
same cause for ephemeral popular queries. In addition, the contextual terms
to query are determined by extracting neighboring words to a user query using
microblogs. Finally, the retrieved documents from the search repository are
rearranged based on contextual terms and the sorted list is presented back to
the user. A survey conducted among the research scholars of the same domain
revealed a significant improvement in satisfaction degree for the proposed
system as compared to recent contextual models.

The major contributions of the proposed work are given below:

1. Develops a novel document retrieval model based on microblog context
for ephemeral queries.
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2. Exhaustive analysis is performed to discover the relationship between
temporal search and Tweet content. It is analyzed that 70% of the
temporal queries are submitted to a search engine one day before or after
the Tweet about the event. The correlation becomes stronger on higher
torrent points.

3. A significant improvement of ∼25% in result relevance score is recorded
which leads to better search engine performance.

4. The use satisfaction score is raised by ∼35%.
5. Opens up a new research direction in the field of information retrieval,

recommendation engines, NLP and Chatbots.

The rest of the paper is organized as follows: Section 2 covers some of the
prevalent ranking algorithms. The proposed work is presented in Section 3.
The significance of the proposed model over the baseline models is discussed
in Section 4. The performance analysis is presented in Section 5. Section 6
concludes the work and provides future directions in the area.

2 Background

Sorting the search results in accordance with the user’s needs is an inherent
task that a search engine has to deal with. Various studies have shown that
exploring context information embedded in search tasks and strengthening
the retrieval models is effective [7, 8, 10]. A rich body of research has
explored different forms of context related to search tasks and built predic-
tive models over it. The related work may be categorized into two groups:
query-driven and user-driven models.

Query-driven models: These models focus on deriving the contextual mean-
ing of user queries and utilize them either at query submission or rank
computation stage. Some of the early query models made use of the power
of lexical databases such as Wordnet, PROBASE and Wikipedia categories
for query disambiguation [6]. Shen et al. deduced search context by analysis
of users’ past queries from search logs and related click-through data and
used the information to re-rank documents for future queries [5]. In [4],
semantic change between consecutive queries and the relationship between
the changed query and the clicked document is used to infer query context.
In addition, query clustering [3], geographical location [15], and association
rules [1] are some of the methods used by researchers for better information
retrieval. However, we argued that these context extraction methods are
confined by the capacity of their employed representation, which is hardly
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generalizable and not optimal for retrieval tasks. Moreover, they are limited
to how humans interact in the real world. Thus, they can’t possess the proper
granularity to represent human information needs.

User-driven models: These models are centered around the user’s perspec-
tive. Cao et al. used the variable length hidden in Markov’s model to infer
user search intent and used it for query suggestion and document ranking [9].
Encouraged by the ‘learn to rank’ concept, various user-centric neural net-
work models have been developed to personalize search results [16–19].
Recently, Chen et al. proposed a hierarchical neural session-based method
to capture user behavior and search context [9]. Google also introduced
an open-sourced NLP technique named ‘BERT’ to dynamically understand
the context of a user query [20]. Many blogs are also available; however,
the exact algorithm is not still disclosed [22]. In addition, several attempts
have also been made by researchers to provide relevant information through
microblogs. Yang et al. proposed a method to locate periods of news on
popular subjects in microblogs and removed the noise to present messages
that are of most interest to the user 114]. Ayan Bandyopadhyay used Google
search API (GSA) to retrieve titles of web pages and used these titles to
expand the queries for microblog matching [10].

However, it has been observed that existing solutions focus mostly on
the static and regular information needs of users and none of these retrieval
models paid attention to dependency structure embedded in ephemeral search
tasks. In this paper, we proposed a novel contextual model for ephemeral
queries by using real-time microblog data which substantially improves query
suggestion and document ranking.

3 Proposed Methodology

The problem of ephemeral information retrieval converges to scoring a doc-
ument set, D = {d1, d2, . . . , dn} with respect to temporal query set Q = {q1,
q2, . . . , qn} based on context-matching of Q and D. So, we first need to
determine those web sources which are rich in a temporal context.

3.1 Determining Context Location for Temporal Queries

Wu et al. [24] proposed a query-centric assumption that states that relevant
information related to any query occurs in co-occurring terms around query
terms in documents. This assumption is further validated in [26] and [27]
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through user studies. The work basically evaluated the local context of static
queries.

Extending the assumption to suit those temporal queries for which some
sudden/interesting event has happened, we propose that query-related context
can occur in co-occurring terms to query in microblogs. That is, if some
sudden/interesting event related to a query takes place, then the context
related to the query in microblog posting and web searching must be the
same.

Validation: To validate our assumption, an experiment is conducted to ana-
lyze the ephemeral patterns in search volumes and microblog volumes. If the
context of a query in search volumes and microblogs are affected by the same
cause then ephemeral changes in both volumes will follow the same pattern,
at least timing in their torrent must match.

For this purpose, ephemeral patterns in search volumes on Google and
posting volumes on Twitter are observed for 5000 queries. These queries are
randomly selected on the basis of their popularity from 2 million microblogs
on Twitter crawled from 5 September 2022 to 5 February 2023. The context
classifier defined in [24] is used for finding a statistical relationship between
two volumes. It is represented by ρ (rho) and computed by Equation (1).

Statistical coefficient(ρ) =
1

n

n∑
i=1

(
νs,i − µ(νs)

σ(νs)

)(
νb,i − µ(νb)

σ(νb)

)
(1)

where, n denotes number of days of observation, νs,i and νb,i represent search
volumes and microblog volumes on the ith day, respectively. µ(νs) and µ(νb)
denote the average volume of search and microblogs respectively. σs and σb
represent standard deviation in two underlying volumes. Observed ephemeral
patterns for sampled query ‘Ukraine attack’ and ‘Hubble telescope’ on
Google and Twitter are shown in Figure 1(a) and 1(b) respectively.

It may be observed from Figure 1(a) that ephemeral patterns for query
‘Ukraine attack’ almost follow the same path in both media. In addition,
torrent in both volumes occurs almost at the same time. The similarity
coefficient for ‘Ukraine attack’ computed by Equation (1) is 0.964, which
conveys that the two volumes are strongly affected by a common cause and
hence share much context.

On the other hand, ephemeral patterns of ‘Hubble telescope’ on Google
and Twitter are dissimilar so the context of ‘Hubble telescope’ in the two
volumes may be distinct. This observation is verified through Equation (1).
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(a) 

 

(b) 

Figure 1 Ephemeral patterns of sampled queries on Google and Twitter.

The similarity coefficient for ‘Hubble telescope’ is 0.204. This implies a poor
connection of two contexts.

In order to validate our assumption further, the experiment has to answer
the following research questions (RQs).
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RQ1: What point will be considered the torrent point?

The point at which the daily search volume is higher than the average search
volume by a threshold ‘τ ’ is considered to be the torrent point.

RQ2: How does the torrent point affect the correlation between search
volume and posting volume?

To check the effect of torrent on correlation, the experiment is carried out with
different τ ranging from µ+ σ to µ+5σ over those queries that encountered
at least one torrent in search volumes during the observation period.

RQ3: Is the timing for torrent matches in two volumes?

To compare torrents in two volumes, a test is conducted to check how many
torrents in posting volumes timely match with those of search volumes.

The statistics of the constructed data set at different threshold points is
given in Table 1. For instance, the values, say, in column 4 indicate that there
exist 1087 queries of average length 2.86 words out of 5000 total queries and
98,021 tweets of average length 125 words out of 2 million for which search
volumes in Google contain at least one torrent greater than µ + 3σ and the
average similarity coefficient for this case is 0.36. If the torrent is increased to
a point > µ+5σ, the average similarity coefficient between the two volumes
is increased to 0.62.

So, our first observation reveals that search volume and posting volume
are more contextually related with the existence of a sharper torrent.

Histograms are plotted for different torrents with similarity coefficients
marked on the X-axis and number of queries on the Y-axis, as shown in
Figure 2. It is noted that the similarity coefficient for the test dataset ranges
between [−1,1], indicating a strong contextual relationship for value ‘1’ and
vice versa. Note that value equals zero indicates that the two volumes are not
related to each other.

Table 1 Statistics of constructed dataset at different thresholds
Threshold (τ )

Dataset Spilt > µ+ σ > µ+ 2σ > µ+ 3σ > µ+ 4σ > µ+ 5σ

# Queries 3956 2013 1087 574 296
# Tweets 566,867 365,244 98,021 77,123 64,008
Avg. query length 2.86 2.86 2.86 2.86 2.86
Avg. Tweet length 107 115 125 125 138
Avg. sim. coefficient (ρ) 0.24 0.28 0.36 0.48 0.62
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Figure 2 Histogram on similarity coefficient with different τ .

From Figure 2(c) to 2(e), our second observation reveals that the pro-
portion of queries having strong correlation between two volumes increases
with increase in threshold. More than 50–70% queries possess a similarity
coefficient greater than 0.4.

Further, histograms of both volumes are studied to identify the temporal
proximity of their torrents. Our third observation reveals that approximately
70% of search torrents occurred one day before or after blog torrents for
τ > µ + 3σ. When the threshold is increased to µ + 5σ, the match ratio of
torrent is also increased to ∼90%.

The analytical results validate our assumption that the context of search-
ing and posting is the same if there exists at least one torrent in both
media. It further implies that if the context of the temporal query is obtained
by extracting co-occurring terms to query in microblogs and utilized in
document ranking then more relevant results can be presented back to
the user.

3.2 Determining Query State

When a query is submitted by a user to a search engine, first of all its
popularity and ephemerality are checked. A query is said to be in a popular
and ephemeral state if the current search volume of the query in the last one
month is higher than µ+ 3σ. Here, the lower bound of the threshold is set to
µ+ 3σ because of two observations:

• More than 50% of popular queries possess a strong correlation at this
point.

• More than 70% of torrents in both volumes are timely matched at this
point.
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So, the state of the query, Q on the ith day can mathematically be
formulated as a unit step function given in Equation (2).

State(Q, i) =


Popular and ephemeral if νQ(i) ≥ µQ(i, i− 30)

+σQ(i, i− 30)
Not ephemeral otherwise

(2)

where νQ(i) denotes the search volume of Q on the ith day; µQ(i, i−30) and
σQ(i, i − 30) represent average search volume and standard deviation of Q
from the i – 30th day to the ith day.

If an ephemeral query is in a popular state, the next step is to determine
the interval for which it retains its popularity. The interval of popularity
can be denoted by PopularQ[i, i + j] and includes all those days for which
State(Q, d) = popular and ephemeral and d ∈ [i, i+ 1, . . . , i+ j].

3.3 Determining the Temporal Context of a Query

Since the postings in microblogs reflect the ephemeral interest of the public,
the next step is to extract all the Tweets posted in interval Popular Q[i,+j]
from Twitter. The temporal context of query term qi inside microblog B is
denoted by C(qi, B) and is determined by a window around each occurrence
of qi inside B. Hence, a symmetric window of length l, around each occur-
rence of qi in B gives the temporal context to be use to find relevancy of
document D

C(qi, B) = [bj−l . . . bj = qi, . . . , bj+l]. (3)

Thus, each temporal context of the query term has a length of 2l + 1.

3.4 Determining the Document Similarity Score

The extracted context C(qi, B) can be used to identify more relevant doc-
uments from the result set. For this purpose, a semantic scoring function
that satisfies the constraints defined on information retrieval model [29] for
reasonable ranking is required. The log-logistic model is observed to be
the best fit in semantic ranking [28]. Therefore, a scoring function can be
derived by replacing the normalized frequency of query terms in a document
(in formula of the log-logistic model) by semantic similarity of document
terms with the terms in query context obtained from microblogs. Further, to
account for terms that are semantically related to a query but occurring far
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from query-centric in microblogs, it is proposed to extend the base formula
of the log-logistic model to include the semantic difference between current
query term qi and semantic similar terms from microblogs. The proposed
scoring function is given in Equations (4) and (5).

Score(D,C(qi, B) =
∑

t∈C(qi,B)
qj∈B

log

(
Sim(D,C(qi, B)) + λt

λt

)
× dis(qi, qj)

(4)

dis(qi, qj) = 2− cos(qi, qj) (5)

where λt = Nt/N , Nt is the count of documents containing qt and N is the
total number of documents under consideration.

Further, word embedding is used to compute the value Sim(D,C(qi, B)).
Therefore, the similarity of D with the temporal context of Q is computed as
per the indication function given in Equation (6).

Sim(D,C(qi, B) =
∑

t∈C(qi,B)
dj∈D

cos(dj , t)× f(dj , t) (6)

where the document vector and context vector denote embedding in contin-
uous space. The cosine function is used to compute the similarity between
these two vectors and its value lies between [−1,1]. Further, f(dj, t) is an
indication function that returns 1 if the cosine similarity between two terms
is greater than the defined threshold, otherwise returns 0. Semantic distance
between qi and qj is maximum when cos(qi, qj) = −1.

3.5 Determining the Document Relevance Score

Having the semantic score of documents with a temporal context of each
query term qi ∈ Q, the next step is to aggregate these scores into a sin-
gle value denoting document relevance score with respect to the entire Q.
We performed our experiment using two distinct functions [30], namely the
disjunctive relevance (DR) function given by Equation (7) and the aggregate
relevance (AR) function given by Equation (8).

Rel(D,Q) = max
Ci∈ζ(Q,B)

Score(D,Ci) (7)

Rel′(D,Q) =
∑

Ci∈ζ(Q,B)

Score(D,Ci) (8)
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where ζ(Q,B) = {C1(q1, B), C2(q2, B) . . . Cn(qn, B)} denotes a set of all
temporal contexts of a query in B. It is observed that retrieval performance
is better with Equation (7). Therefore, the disjunctive relevance function is
selected for the next computation.

3.6 Final Document Score

After obtaining a document relevance score, the next step is to combine the
contextual relevance score with the Google page rank. Thus, three kinds of
information are required:

A. Daily search volumes: For identifying popular queries in the corpus,
the daily search volumes for each query are recorded using the Google
Insight Search Tool [23]. It provides relative search volumes of queries.
Based on torrent point and search volumes, the seed set of queries are
grouped in three categories listed below:

i. Type A (highly ephemeral): Queries currently in the popular state
and have encountered more than one torrent point in the last one
month.

ii. Type B (ephemeral): Queries currently not popular but that have
encountered at least one torrent point in the last one month.

iii. Type C (non-ephemeral): Queries neither popular nor have
encountered any torrent in the last one month.

B. Tweet volumes: The second type of essential information required for
setting up the experiment is the content of Tweets containing popular
query keywords. For this purpose, the Spinn3r Tool [36] was used.
Although it provides a wide range of information such as original
source, user identity, creation time, sneak time, actual contents, etc.,
we required only Tweet creation time and its content. Out of millions
of Tweets downloaded during the observation period, those having seed
query terms are further processed to obtain named entities using [37].
These named entities serve the purpose of query context.

C. Google ranked list: The third type of information that needs to be
collected is the original ranked list related to a query. As it is widely
accepted that a user tries to fulfil their information needs by scanning at
most 10 web pages in a ranked list [32], so Google Developer API3

is used to collect those pages. At last, the obtained list per query is
rearranged based on query related context.
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After obtaining all kinds of information, the final document score of all
documents in the resulting list is obtained by evaluating the harmonic mean of
the document score given by Equation (9) and the PageRank algorithm [33].
The final score of D w.r.t Q is thus given by Equation (9).

S(Q,D)Harmonic =
2× Rel(D,Q)× PR(D,Q)

Rel(D,Q) + PR(D,Q)
(9)

where PR(D,Q) denotes the PageRank of document D with respect to Q and
Rel(D,Q) is the proposed page rank. The algorithm for proposed mechanism
is given below:

Proposed algorithm:

Step I: Retrieve the search result set of query ‘Q’ by search engine
and mark it as ‘D’.

Step II: Check popularity of Q using Equation (2).
Step III: If popular (Q, i) ̸= ephemeral, go to step X.
Step IV: Determine the temporal context of Q using Equation (3).
Step V: Determine the document similarity score using Equation (4).
Step VI: Determine the document relevance score using Equation (7).
Step VII: Determine the final document score using Equation (9).
Step VIII: Reorder D as per scores obtained in step VII.
Step IX: Return updated D.
Step X: Return D.

4 Discussion

In order to get good performance from the IR system, Fang et al. proposed
important constraints mandatory to satisfy for every retrieval model [29].
The proposed model satisfies these constraints while taking advantage of
contextual similarity from microblogs for temporal information retrieval.
According to [28], the log-logistic model satisfies these constraints in topic
modeling for IR systems. Thus, the proposed model took the log-logistic
model as a base and proposed modification to best fit for temporal retrieval
while ensuring no violations in constraints laid down in [29].

To compute the contextual similarity between query terms and
microblogs, the proposed model finds the exact position of query terms in
microblogs followed by extracting co-occurring terms using a query-centric
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window. In contrast to the generalized language model described in [25]
that takes into account all the terms in documents for computing semantic
similarity, the proposed model applies a more effective query-centric context
from sources that map to human judgement. Hence, our approach is less
expensive and closer to ephemeral retrieval needs.

The proposed approach not only reduces the cost but also leads to con-
siderable reduction in time complexity over topic modeling systems [12].
Further, in comparison to the recently proposed embedding query expansion
model (EQE1) that computes semantic similarity scores of query terms with
all terms in vocabulary [31], the proposed model is optimal due to utilizing
real time context from small size microblogs.

5 Performance Evaluation

The experiment is conducted to answer the following research questions:

RQ4: How many relevant results does our model provide compared to
existing retrieval models?

RQ5: How many satisfactory results does our model provide to users as
compared to existing models?

RQ6: What is the effect of including different combining principles aggre-
gate relevance (AR) and disjunctive relevance in the proposed model?

Experimental setup: The experiment is set up to observe ephemeral patterns
in search volumes of Google and posting volumes in Twitter over 5000
queries. These queries are randomly selected on the basis of their popularity
from 2 million microblogs on Twitter crawled from 5 September 2022 to 5
February 2023. For identifying popular queries in the corpus, the daily search
volumes for each query are recorded using the Google Insight Search Tool.
The standard INQUERY [35] list is used to remove non-functional terms from
the query. Further, the Spinn3r Tool is used to extract the content of Tweets
containing popular query keywords. Next, Google Developer API is used to
collect the top N pages for each selected query.

Baseline models: The proposed model is compared with three categories of
retrieval model: the log-logistic model that takes advantage of topic mod-
eling, the sequential dependence model (SDM) that emphasizes query term
dependencies in the language modeling framework and the embedding based
query expansion model (EQE1).
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Performance metric: Without loss of generality, four simple but effective
performance metrics, MAP, P@10, nDCG@10 and GMAP, are used to
evaluate the relevance and interest score of documents. Since the proposed
approach is based on the current context of queries. A questionnaire survey is
conducted among 30 Ph.D. and M.Tech. students of the information retrieval
domain for obtaining reward values for the aforementioned metrics. We first
considered the queries from the Type I group and applied the chosen baseline
model along with the proposed model on the result list obtained from Google
to answer RQ4 and RQ5. The obtained results are summarized in Table 2.

It may be observed from Table 2 that interest and relevance scores are
increased significantly for ephemeral queries by applying temporal context
from social media like Twitter. The obtained results for Type I category of
queries are graphically presented in Figure 3.

Here, it is worth noting that the increase in the interest score is higher as
compared to relevance, implying user satisfaction for the proposed results.

Table 2 Performance of the proposed model with a baseline model for the Type I category
Parameter Performance Metric Logistic SDM EQE1 Proposed
Interest score MAP 0.52 0.53 0.53 0.68

P@10 0.524 0.52 0.534 0.75
nDCG@10 0.54 0.534 0.54 0.79

GMAP 0.39 0.39 0.4 0.7
Relevance score MAP 0.62 0.645 0.65 0.75

P@10 0.68 0.73 0.75 0.78
nDCG@10 0.7 0.76 0.76 0.79

GMAP 0.58 0.43 0.49 0.69

Figure 3 Precision of the proposed model compared to the baseline models.
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Table 3 Performance of the proposed model compared with the baseline model for the Type
II category

Parameter Performance Metric Logistic SDM EQE1 Proposed
Interest score MAP 0.49 0.5 0.5 0.67

P@10 0.5 0.5 0.51 0.74
nDCG@10 0.5 0.51 0.51 0.77

GMAP 0.372 0.37 0.37 0.7
Relevance score MAP 0.6 0.61 0.63 0.73

P@10 0.65 0.69 0.7 0.75
nDCG@10 0.67 0.67 0.71 0.75

GMAP 0.55 0.42 0.48 0.66

Figure 4 Precision of the proposed model compared to the baseline models for the Type II
category.

Table 3 provides the comparison of relevance and interest scores obtained
from the proposed and baseline methods for the Type II category.

The graph shown in Figure 4 reveals the important observation that the
scores of relevance and interest are lower in the Type II category compared
to Type I. This shows the effectiveness of the proposed approach in the
integration of the temporal context for ephemeral information in retrieval
models.

Table 4 contains the obtained results for various models for the Type III
category queries. In Figure 5, the relevance scores of the proposed method
indicate that applying the temporal context to non-ephemeral queries had an
adverse effect whereas the interest score still signifies the satisfaction of the
user.

Role of different combining principles in the result relevance: This section
aims to find the answer to RQ6. The observed results of combining AR and
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Table 4 Performance of the proposed model compared with the baseline model for the Type
III category

Parameter Performance Metric Logistic SDM EQE1 Proposed
Interest score MAP 0.58 0.58 0.59 0.72

P@10 0.522 0.52 0.62 0.75
nDCG@10 0.61 0.62 0.63 0.79

GMAP 0.49 0.49 0.5 0.72
Relevance score MAP 0.75 0.77 0.77 0.72

P@10 0.77 0.79 0.78 0.73
nDCG@10 0.8 0.793 0.8 0.75

GMAP 0.62 0.59 0.61 0.55

Figure 5 Precision of the proposed model compared with the baseline models for the Type
III category.

Table 5 Performance of the proposed model with different principles
Parameter Performance Metric AR-proposed DR-proposed
Interest score MAP 0.682 0.70

P@10 0.74 0.75
nDCG@10 0.77 0.79

GMAP 0.69 0.72
Relevance score MAP 0.68 0.72

P@10 0.7 0.73
nDCG@10 0.74 0.75

GMAP 0.654 0.66

DR within the proposed model is given in Table 5. It may be noted that the DR
variant of the proposed model outperformed the AR model in combination
with the proposed model.

The results reported in Tables 2–4 also include the DR variant of the
proposed model.
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6 Conclusion

In this work, a novel approach for dealing with ephemeral queries in informa-
tion retrieval is proposed. It models temporal context by explicitly utilizing
microblog content from social media. A query centric window is applied
to extract co-occurring terms from microblogs and further used to re-rank
the documents in the result set. Extensive experimentation demonstrates the
correlation between search and Tweet volumes. Both volumes are studied to
identify the temporal proximity of their torrents. It is observed that approxi-
mately 70% of search torrents occurred one day before or after blog torrents
for lower threshold values. When the threshold is increased, the match ratio
of torrent is even increased to ∼90%.

In addition, the experimental results also reveal the effectiveness of the
proposed technique in terms of result relevancy and user satisfaction. Further,
it may be noted that there is improvement of ∼25% in the result relevance
score and ∼35% in the user satisfaction score for ephemeral as well as non-
ephemeral queries.

Finally, the work opens up many interesting future directions for
researchers. Firstly, the proposed work can be integrated into any baseline
information retrieval models to deal with large volumes of temporal context.
Secondly, the model can be expanded to incorporate deep neural retrieval
models to extensively learn the query context from unbiased social media.
Further, the proposed model is not only limited to the information retrieval
domain, but in fact its utility can also be explored in recommendation
systems, Chatbots, TARs (technical assistance reports) and microblogging.
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