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Abstract

Feature selection plays an important role in machine learning and data min-
ing problems. Identifying the best feature selection algorithm that helps to
remove irrelevant and redundant features is a complex task. This research
tries to address it by recommending a feature selection algorithm based
on dataset meta-features. The main contribution of the work is the use of
Semantic Web principles to develop a recommendation model for the feature
selection algorithm. As a result, dataset meta-features are modeled in a
domain ontology, and a set of Semantic Web rule language (SWRL) pre-
dictive rules have been proposed to recommend a feature selection algorithm.
The result of this research is a feature selection algorithm recommendation
based on the data characteristics and quality (FSDCQ) ontology, which not
only helps with recommendations but also finds the data points with data
quality violations. An experiment is conducted on the classification datasets
from the UCI repository to evaluate the proposed ontology. The usefulness
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and effectiveness of the proposed method is evaluated by comparing it with
the widely used method in the literature for the recommendation. Results
show that the ontology-based recommendations are equally good as the
widely used recommendation model, which is k-NN, with added benefits.

Keywords: Data quality, feature selection algorithm, meta-features, ontol-
ogy, recommendation.

1 Introduction

The selection of feature subsets is an essential part in the fields of data
mining and machine learning. An optimal feature subset helps to improve the
performance of machine learning models by making them more generalizable
and interpretable [8, 12]. A good feature selection algorithm can eliminate
irrelevant and redundant features [11]. Applying candidate feature selection
algorithms to the given dataset and selecting the most effective feature subset
is one of the most practical methods of determining the best feature selection
algorithm. However, this is a time-consuming task. One of the methods to
tackle this problem is by identifying the relationship between the feature
selection algorithms and dataset meta-features.

The existing literature demonstrates a positive correlation between the
performance of a feature selection algorithm and the dataset’s character-
istics [1, 47]. To address this specific relationship, we propose a domain
ontology that models both dataset meta-features and feature selection algo-
rithms. Along with dataset meta-features, we also propose to include dataset
quality as it contributes to machine learning model performances [23]. As a
result, the proposed ontology is modeled with both data quality metrics and
dataset meta-features. Hence, our ontology is named dataset characteristics
and quality (DCQ) ontology. Feature selection algorithm recommendation
using DCQ (FSDCQ) is modeled by adding rules to the domain ontology
DCQ. The rules in Semantic Web Rule Language (SWRL) format helps
to infer new knowledge from the existing ontology. Thus, it enhances the
expressivity and completeness of the ontology [6]. The benefits of using an
ontology to deliver such a recommendation include interoperability, potential
reuse, and knowledge sharing [50].

Additionally, the FSDCQ ontology is intended to identify the data points
with data quality issues. The quality of the dataset has a significant impact on
the performance of machine learning tasks [19, 46]. Various techniques are
available for data quality assessment [4, 7, 38]. However, they fail to identify
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the data points that have violated the data quality [29]. In this work, we
attempt to identify and represent the data quality problems associated with
the dataset using the ontology FSDCQ.

This study investigates the specific research question, “To what extent
can a domain ontology facilitate machine learning tasks by recommending
feature selection algorithms and analysing data quality issues?”. The work’s
main objective is to adopt Semantic Web techniques to develop a novel model
that can aid in feature selection algorithm recommendation. The use of rule
language enables a better understanding of the role of each meta-feature,
thereby increasing the model’s explainability [24, 55].

In our earlier work, we introduced the FSDCQ ontology [30], where
the ontology is modeled and tested with a small number of datasets. The
current work extends FSDCQ by adding data quality analysis and investigat-
ing the outcome of 100+ datasets, thus making the ontology more robust.
The remainder of this article is structured as follows. Section 2 reviews
related work on the existing approaches to automatically recommending
feature selection algorithms and existing ontologies to describe the dataset
quality and its characteristics. Section 3 describes the basic workflow of the
recommendation of feature selection algorithm using ontology, followed by
a detailed analysis of the datasets in Section 4. The implementation specifics
are discussed in Section 5. The results of the experiment are presented and
discussed in Section 6. Finally, Section 7 concludes the research work by
providing directions for future work.

2 Related Work

This section briefly discusses the existing work on automatic feature selection
recommendation methods and the application of ontologies related to data
characteristics and quality.

2.1 Feature Selection

The two most commonly used methods for selecting a subset are (i) the
filter approach and (ii) the wrapper approach. While various feature selec-
tion algorithms have been proposed, some of these outperform others in
terms of performance (for example, classification accuracy) for a given
dataset [57]. This leads to the emergence of a new research field associated
with establishing intrinsic relationships between dataset characteristics and
feature selection algorithms. In order to identify methods to recommend
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feature selection algorithms, a literature review was carried out. Dataset meta-
features describe the properties of the dataset which are predictive for the
performance of machine learning algorithms trained on them [27, 42].

Dataset characteristics are the description of a dataset, representing its
structural, statistical, and other properties. Most of the literature focuses
on three distinct sets of measures of dataset characteristics: (i) simple, sta-
tistical, and information-theoretical features, (ii) model-based features, and
(iii) landmarking features [54]. Simple properties are those taken directly
from the attribute value table of the dataset. Statistical properties rep-
resent the correlation and symmetry of attributes. Information-theoretical
properties seek to characterise the nominal attributes and their relationship
with the class attribute. Model-based properties adopt machine learning
methods to represent dataset features. Landmarking properties illustrate
the performance achieved by simple classification algorithms. Table 1
summarises the approaches that have used meta-features to build recom-
mendation models to automatically select algorithms for machine learning
tasks.

2.2 Ontology

A methodology for constructing an ontology from conception to completion
is discussed in Methontology [14] where a set of activities conforming
the ontology development process is presented. Following best practices in
ontology development, the data characteristics and quality (DCQ) ontology
reuses appropriate classes from a set of ontologies that are designed for data
quality and data mining applications. An extensive literature review has been
conducted to understand existing vocabularies to support meta-features, and
a vocabulary of terms have been composed for DCQ.

Meta-features are usually described as a part of data mining (DM) ontolo-
gies. “OntoDM” is a general data mining ontology designed to provide a
unified framework for data mining research. It makes an attempt to encom-
pass the entirety of the data mining cycle [33]. “Expose” is an ontology for
standardizing the description of machine learning experiments. This ontology
is used to express and share metadata about experiments [53]. To represent the
relationship between data mining tasks and dataset characteristics, multiple
ontologies have been designed. “OntoDM-KDD” [34], “OntoDT” [35], and
“CRISP-DM” [49] are some of the additional ontologies that are based
on data mining related concepts. “DMOP” is a data mining optimization
ontology that supports various stages of the data mining process [21]. A class
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Table 1 Literature review and comparison of advisory functions used for recommendations
Dataset Characteristic

Source

Advisory

Function

Number of

Datasets

Number of

Classification

Techniques

Number of

Feature

Selection

algorithms

Evaluation

Metrics

Simple,

Statistical

Information

Theoretical

Model

Based Landmarking

[20] Ranking
based on
McNemar
test

1082∗ 5 8 Accuracy 3 3 7 7

[26] SVM 156 – 7 Accuracy 3 3 7 7

[28] k-NN 58 – – F1 score

[32] C5.0
decision
tree

128 5 3 Accuracy, time
complexity

3 3 7 7

[36] Ranking
based on
MCPM

213 5 5 Learning time,
percentage of
selected attributes,
error rate

3 3 3 3

[37] k-NN 47 – 10 Spearman’s rank
correlation

3 3 7 3

[39] k-NN 38 – 9 Accuracy 3 3 7 7

[40] Regression 123 – 5 Correlation 3 3 3 7

[41] Regression 54 – 9 Accuracy 3 3 3 3

[47] J4.8
decision
trees

26 4 3 Accuracy 3 7 7 7

[48] k-NN 84 – – Accuracy,
execution time

3 7 7 7

[57] k-NN 115 22 5 Recommendation
hit ration based on
accuracy

3 3 7 7

[59] Variance,
LIBSVM

84 – 3 Accuracy 3 3 3 3

*Includes artificial dataset.

hierarchy established in DMOP between datasets and their attributes is reused
in DCQ.

Data quality is one of the essential components while describing a
dataset. Data quality management (DQM) is an ontology that refers to the
conceptualization of the data quality domain, the establishment of cleaning
standards, and the reporting of data quality problems [15]. Data cleaning
ontology (DCO) refines and extends data cleaning operations which directly
assesses data quality [3]. Reasoning violations ontology (RVO) describes the
reasoning errors of RDF and OWL [5]. The World Wide Web Consortium
(W3C)1 recommends a set of standard vocabularies data quality vocabulary
(DQV), which covers most of the aspects of data quality [2]. None of the

1https://www.w3.org/TR/vocab-dqv/

https://www.w3.org/TR/vocab-dqv/
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aforementioned ontologies discuss the analysis of data quality assessment.
However, in the case of linked data, analysis of data quality assessment is
discussed in [29, 51] by identifying the erroneous triples based on metric
execution failure.

In detail, an advisory function refers to a method that aims to recommend
an algorithm from an existing knowledge base. The proposed work aims to
use ontology as advisory function. Some of the applications that use ontology
as advisory methods/recommendation are product recommendation based on
text [43], health-care [9, 10] and higher education [31]. Therefore, it is a
novel approach to solve recommendation of a feature selection algorithm
using ontology. To the best of our knowledge, no research has focused on
considering data quality as a characteristic of a dataset for the task under
investigation. In this article, beside the aforementioned simple, statistical,
information, and quality-based measures we propose an additional category
to characterise datasets, which includes quality-based measures.

3 Methodology

The basic workflow of the proposed method is depicted in Figure 1. It consists
of three phases: dataset meta-feature extraction, target feature extraction, and

Figure 1 Recommendation model for feature selection algorithms.
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Figure 2 Dataset meta-features [30].

ontology modelling. Each phase contributes to the final ontology, which is
finally combined to construct a recommendation model.

3.1 Dataset Feature Extraction

Dataset features represent the characteristics and quality of the dataset.
A total of 14 characteristics have been extracted from each dataset. Figure 2
lists all the features that have been extracted from the datasets. The majority
of features are extracted from raw datasets, as characteristics represent
the nature of the dataset prior to preprocessing. A minimal preprocessing
is applied before extracting some of the features, which is mentioned in
Section 5.

3.2 Target Feature Extraction

The objective of target feature extraction is to find a feature selection algo-
rithm that performs better on the considered dataset. In this step, the ensemble
classifier is used with each feature selection algorithm to find out which one
works best. Four classifiers, i.e, instance (k-NN) [18], symbolic (C4.5) [44],
statistical (Naive Bayes) [52], and connectionist (SVM) are used as base
classifiers in ensemble classification. The advantage of using an ensemble
classifier is that it accounts for the bias of different machine learning algo-
rithms as well as boosts the performance of a single model’s predictions by
training numerous models and integrating their results [13,45]. Results of the
base classifier predictions are aggregated by a soft voting method [16, 22].
Finally, the performance of a feature selection algorithm is measured by the
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classification accuracy and the time required to select features by feature
selection algorithms.

3.3 Ontology for Recommendation and Data Quality
Assessment

The proposed ontology is modeled by considering existing domain ontologies
from data mining and machine learning. Some of the classes/properties are
modified based on the requirements of FSDCQ. Dataset meta-features will
be either object properties or data properties in the ontology. Each dataset
is paired with a feature selection algorithm selected based on its perfor-
mance. Thus, in the proposed ontology, each dataset is associated with its
meta-features and feature selection algorithm.

Apart from feature selection algorithm recommendation, the ontology
is also modeled to identify data quality issues. Typically, when evaluating
dataset quality, data points with quality violations are not specified. In the
proposed method, each data quality metric is associated with a number of
data points with quality violations. These data points with quality violations
can be considered for quality enhancement using either predefined procedures
or a human in the loop. The FSDCQ ontology is modeled to locate quality-
violating data points in the dataset. Thus, the user can query the ontology to
identify data points that have violated the quality.

The ontology is populated with datasets, their features, and a feature
selection algorithm. This ontology serves as a recommendation model, capa-
ble of recommending an optimal algorithm for feature selection by computing
dataset meta-features.

4 Datasets

We analysed all the datasets from the machine learning repository of the
University of California, Irvine (UCI), a popular data source in the clas-
sification literature [25, 56]. There are 599 datasets in the UCI collection,
of which 466 are acceptable for classification tasks.2 Initially, 128 datasets
were eliminated for lacking textual content. An additional 251 datasets were
excluded for various reasons, including the following: (1) data having image
features, text features, time series, molecular information, and geospatial
features; (2) the presence of duplicate datasets; (3) datasets with empty files;

2Searched in March 2022.
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and (4) extremely small datasets. Furthermore, datasets were excluded to
reduce the amount of data cleaning. The majority of exclusionary criteria only
excluded one or two datasets: (1) datasets that span multiple sheets within
a single file (two datasets); (2) datasets with labels in a separate file (one
dataset); and (3) datasets with multiple delimiters (one dataset). Finally, we
considered 82 datasets for the complete analysis.

On the one hand, some datasets contain multiple files, each of which
represents a distinct dataset. One example is wine quality, represented by
two datasets containing samples of red and white wine. On the other hand,
multiple files containing the sub-strings “train” and “test” that represent a
single dataset are merged into a single file and treated as a single dataset. This
enables the experiment to treat all datasets in a consistent way. As a result, we
now have a total of 104 datasets, which are summarised in appendix Table 4 in
the appendix. The first column indicates the name of the dataset. The second
column denotes whether or not a dataset contains multiple files. The third
column preprocessing indicates if any preprocessing is required and its type
is mentioned in the last column.

Each dataset in our work contains samples between 31 and 49999, with
features ranging from 4 to 242, and labels ranging from 2 to 10. We do not
perform extensive data preprocessing or data transformation. The reasons
for this are as follows: (1) our objective is not to achieve the state of the
art performance for each dataset but to determine which feature selection
algorithm performs best on the dataset regardless of its domain; (2) to avoid
bias introduced by preprocessing, it may be prudent to use an unprocessed
original dataset or a dataset that has undergone minimal preprocessing; (3)
classification results could be improved further by applying dataset specific
preprocessing, which requires domain knowledge and which is outside the
scope of the paper.

4.1 Label Identification

Identifying the column that corresponds to label information is important for
our approach. The following assumptions are made to correctly determine
the label column within the dataset; (1) when both the first and the last
columns contain categorical data, a number of distinct labels are identified.
The column with the fewest unique values is considered as the label column;
(2) when both the first and last columns contain the same number of unique
values, the last column is given priority; (3) when neither the first nor the last
column contains a categorical value, the columns in the dataset are scanned
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Table 2 Datasets that are impacted by manual preprocessing

Method Total Datasets

Changed header 1
Encoding UTF-16 1
File extension modification 2
Changed filename 2
Deleted metadata file 4
Removed additional header 5
No preprocessing 71

from the beginning to find categorical values. If the number of unique values
in any column is less than 10, the column is considered the label. The above-
mentioned assumptions are verified across all datasets. Eight datasets that did
not meet the criteria are handled individually.

4.2 Manual Preprocessing

The minimal manual preprocessing steps that are applied to datasets are
covered in this subsection. This preprocessing step assists in standardising
the format of all datasets. The majority of datasets required no form of
preprocessing. Among all of the considered datasets, fifteen datasets required
manual preprocessing with the following steps: (1) in most cases, text files
(txt extension) represent additional information related to datasets, therefore,
text files representing datasets are converted; (2) remove additional headers
in xlsx; (3) delete metadata presented in the same sheet; (4) rename the file to
combine train and test datasets; (5) change the encoding format from UTF-
16 to UTF-8; and (6) remove additional headers. Table 2 shows the number
of datasets affected by manual preprocessing. The proposed model processes
datasets with the file extensions ARFF, XLS, XLSX, CSV, and DATA. The
system also handles datasets that are compressed (zip, rar). When multiple
datasets with the same file content are represented by different file extensions,
the CSV, ARFF, and XLSX file extensions are prioritized in order.

5 Implementation Specifics

This section describes implementation specifics and the experiments carried
out to validate the proposed methodology. Experiments are conducted on a
machine running Linux Mint 19.3 Cinnamon and powered by an Intel(R)
Core(TM) i7-9750H CPU running at 2.60 GHz with 16 GB of RAM. The
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datasets that are considered for the experiment are tabulated in Table 4 in the
appendix.

The majority of the meta-features are extracted before the preprocessing
steps are applied. However, the presence of non-integer data prevents the
extraction of certain characterization measures. Some features necessitated
the following preprocessing on the datasets: (1) missing values are either
substituted with zeros or excluded from the analysis; (2) sklearn’s label
encoder is used to convert qualitative nominal values to integer values.

Dataset features are extracted from each dataset to model the ontology
FSDCQ, as shown in Figure 2. A supporting document is made available in
the git repository that explains the formulas/algorithms used to compute all
the meta-features.3 Dataset characteristics are broadly classified into three
dimensions as described in Section 2. The proposed research takes into
account the characteristics of the dataset identified as significant in [36].

Meta-features related to data quality are classified into two dimensions.
The intrinsic dimension represents the metrics that are independent of the
user’s context [58]. A classification dimension represents the metrics that are
important for a machine learning classification algorithm [17].

The target feature is constructed by adopting filter based feature selection
algorithms that assess the features using various evaluation methods. Filter
based feature selection algorithms are mainly based on the evaluation metrics
dependency, distance, and consistency. The experiments are based on the fol-
lowing six feature selection algorithms: (1) mutual information (MI); (2) gain
ratio (GR); (3) fast correlation based filter (FCBF); (4) minimum redundancy
maximum relevance (mRMR); (5) Relief; (6) ReliefF. Each feature selection
algorithm is evaluated by passing it through an ensemble classifier.

A robust recommendation model has to be evaluated by considering mul-
tiple metrics. Hence, the final target feature is selected based on the accuracy
of the ensemble classifier and the time required by each feature selection
algorithm to select features. The extracted meta-features are populated in the
proposed ontology using the owlready python package.4

SWRL works on the principle of unification. It is challenging to obtain
datasets with identical characteristics in the real world. We have thus nor-
malised every value in the dataset. Each value is encoded as either zero or
one, depending on whether it falls within the column’s normalised range. The
ontology is populated with the normalised values of the dataset features. This

3https://github.com/aparnanayakn/onto-DCQ-FS
4https://owlready2.readthedocs.io/en/latest/index.html

https://github.com/aparnanayakn/onto-DCQ-FS
https://owlready2.readthedocs.io/en/latest/index.html
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Table 3 Evaluation comparison of the experiment

Dataset k-NN FSDCQ (Proposed) Actual

Secondary data.csv MI [MI; relief] MI
Cryotherapy.xlsx GR [relief; GR] GR
Tuandromd.csv relief [MI; relief] relief
Online shoppers intention.csv relief [mRMR; relief; GR] relief
Wine.data mRMR mRMR mRMR
Somerville Happiness Survey.csv mRMR [mRMR; relief; GR] mRMR
Transfusion.data MI [FCBF; MI; relief] MI
Spambase.data relief [GR; reliefF] reliefF
Audit risk.csv MI [mRMR; GR] MI
Divorce.csv GR [mRMR; relief; GR] GR

populated ontology acts as a recommender model. The SWRL rule helps to
recommend a feature selection algorithm if a dataset is not associated with
one. We can also query the FSDCQ ontology with dataset features to get a
better feature selection algorithm.

6 Results and Discussion

The experiment is evaluated by comparing the proposed rule-based method
with most commonly used advisory function (refer to Table 1). Datasets
considered for model evaluation are tabulated in Table 3. Ten datasets are
randomly selected for evaluation, while the remaining datasets are used for
training.

6.1 Results

Table 3 represents the comparison of the proposed method with k-NN on
the test datasets. The actual and recommended/predicted (k-NN; FSDCQ)
feature selection algorithms for each dataset are listed. Findings suggest that
the FSDCQ performs similarly to the k-NN. However, FSDCQ provides
multiple recommendations for most datasets, allowing the user to narrow
down the number of candidate feature selection algorithms. In the case of
multiple recommendations, it is remarkable that one of the recommendations
is correct.

6.2 Discussion

The findings show that the rule-based method performs as good as the
more prevalent advisory method. However, instead of recommending one
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outperforming feature selection algorithm, FSDCQ recommends multiple
feature selection algorithms. One of the reasons for this could be SWRL
rule unifies the testing dataset with multiple training data points. When the
experiment was exhaustively carried out using different testing datasets, some
datasets lacked recommendations. We assume that having more training data
points might not lead to this problem.

To determine the impact of data quality metrics on the recommen-
dation model, the experiment is conducted by eliminating dataset quality
metrics. However, the recommendation performed poorly. We assume this
is because SWRL rules receives only a limited number of attributes for
unification.

Data points with quality violations are successfully stored in the ontology.
The user can write SPARQL queries to identify data points and comprehend
metrics that violate data quality. This allows users to improve data quality in
the future without analysing the entire dataset.

7 Conclusion and Future Work

In this research work, we have presented the FSDCQ ontology. It provides
a conceptual framework for meta learning and the relationships between
meta-features to enable the recommendation of feature selection algorithms.
The methodology proposed for recommending feature selection algorithms
establishes relationships between ontology individuals and unifies them to
recommend feature selection algorithms. Additionally, FSDCQ associates
data quality metrics with data points that violate the metric definition.

In future study, we will strengthen the FSDCQ ontology by making it
self-explainable. FSDCQ should be able to provide a reason for the recom-
mendation. Another interesting extension would be clustering the datasets
based on their domain, and tailor feature selection (recommendation) to the
domain under consideration.
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Appendix

A. Datasets
Table 4 Datasets

Dataset Multiple files Preprocessing Type

Accelerometer Data Set No No
Algerian Forest Fires Dataset Data Set No Yes Removed additional header
Audit dataset Yes No
Autism Screening Adult Data Set No No
Autistic Spectrum Disorder Screening Data for Adolescent Data Set No No
Autistic Spectrum Disorder Screening Data for Children Data Set No No
Balance Scale Data Set No No
Bank marketing Yes No
Banknote authentication Data Set No No
Blood Transfusion Service Center Data Set No No
Bone marrow transplant: children Data Set No No
Breast Cancer Coimbra Data Set No No
Breast Cancer Wisconsin (Diagnostic) Data Set No No
Burst Header Packet (BHP) flooding attack on Optical Burst Switching (OBS) Network Data Set No No
Caesarian Section Classification Dataset Data Set No No
Car Evaluation Data Set No No
Cargo 2000 Freight Tracking and Tracing Data Set No No
Cervical cancer (Risk Factors) Data Set No No
Cervical Cancer Behavior Risk No No
Chemical Composition of Ceramic Samples Data Set No No
Chess No No
Climate Model Simulation Crashes Data Set No No
Congressional Voting Records Data Set No No
Cryotherapy Dataset Data Set No Yes Deleted metadata
Default of credit card clients Data Set No Yes Removed additional header
Divorce Predictors data set Data Set No No
Drug consumption (quantified) Data Set No No
Dry Bean Dataset Data Set No No
Ecoli No Yes Changed header line
Electrical Grid Stability Simulated Data Data Set No No
Estimation of obesity levels based on eating habits and physical condition Data Set No No
Extention of Z-Alizadeh sani dataset Data Set No Yes Deleted metadata
Fertility Data Set No No
First-order theorem proving Data Set No Yes Changed file name
Glass Identification Data Set No No
Hayes-Roth Data Set No Yes File extension changed from txt to data
HCC Survival Data Set No No
HCV data Data Set No No
Heart failure clinical records Data Set No No
Hepatitis C Virus (HCV) for Egyptian patients Data Set No Yes Deleted metadata
Higher Education Students Performance Evaluation Dataset Data Set No No
HTRU2 No No
ILPD (Indian Liver Patient Dataset) Data Set No No
Immunotherapy Dataset Data Set No Yes Deleted metadata
Iris Dataset No No
Las Vegas Strip Data Set No No
Lung cancer No No
Lymphography Data Set No No
Mammographic Mass Data Set No No
MONK’s Problems Data Set Yes Yes Removed additional header
Mushrooms No No
Myocardial infarction complications Data Set No Yes Removed additional header
Non verbal tourists data Data Set No No
Nursery Data Set No No
Online Shoppers Purchasing Intention Dataset Data Set No No
Parkinsons Data Set No No
Phishing Websites Data Set No No
Polish companies bankruptcy data Data Set Yes No
Primary Tumor Data Set No No
QSAR biodegradation Data Set No No
Raisin Dataset Data Set No No
Risk Factor prediction of Chronic Kidney Disease Data Set No Yes Removed additional header
Secondary Mushroom Dataset Data Set Yes No
Seeds Data Set No Yes File extension changed from txt to data
Seismic-bumps Data Set No No
Sepsis survival minimal clinical records Data Set Yes No
Somerville Happiness Survey Data Set No Yes Encoding 16
South German Credit (UPDATE) Data Set No No
Soybean Yes No
Spambase Data Set No No
SPECTF Heart Data Set Yes Yes Changed file name
SUSY Data Set No No
Tennis Major Tournament Match Statistics Data Set Yes No
Thoracic Surgery Data Data Set No No
Tic-Tac-Toe Endgame Data Set No No
TUANDROMD ( Tezpur University Android Malware Dataset) Data Set No No
Turkish Music Emotion Dataset Data Set No No
Vertebral Column Data Set Yes No
Website Phishing Data Set No No
Wholesale customers Data Set No No
Wine Data Set No No
Wine Quality Data Set Yes No
Yeast No No
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and André C.P.L.F. de Carvalho. Meta-features for meta-learning.
Knowledge-Based Systems, 240:108101, 2022.

[43] Renata Lopes Rosa, Gisele Maria Schwartz, Wilson Vicente Ruggiero,
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mining experiments. In International workshop on third generation data
mining: Towards service-oriented knowledge discovery (SoKD-2010),
pages 31–46, 2010.

[54] Ricardo Vilalta, Christophe G. Giraud-Carrier, Pavel Brazdil, and Car-
los Soares. Using meta-learning to support data mining. International
Journal of Computer Science Applications, 1(1):31–45, 2004.

[55] Giulia Vilone and Luca Longo. Notions of explainability and evaluation
approaches for explainable artificial intelligence. Information Fusion,
76:89–106, 2021.

[56] Kiri Wagstaff. Machine learning that matters. arXiv, 2012.
[57] Guangtao Wang, Qinbao Song, Heli Sun, Xueying Zhang, Baowen

Xu, and Yuming Zhou. A feature subset selection algorithm automatic
recommendation method. Journal of Artificial Intelligence Research,
47:1–34, 2013.

[58] Amrapali Zaveri, Anisa Rula, Andrea Maurino, Ricardo Pietrobon, Jens
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