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Abstract

In the aftermath of the COVID-19 pandemic, using web platforms as a
communication medium and decision-making tool in online commerce has
become widely acknowledged. User-generated comments, reflecting positive
and negative sentiments towards specific items, serve as invaluable indicators,
offering recommendations for product and organizational improvements.
Consequently, the extraction of suggestions from mined opinions can enhance
the efficacy of companies and organizations in this domain. Prevailing
research in suggestion mining predominantly employs rule-based method-
ologies and statistical classifiers, relying on manually identified features.
However, a recent trend has emerged wherein researchers explore solutions
grounded in deep learning tools and techniques. This study aims to employ
information retrieval techniques for the automated identification of sugges-
tions. To this end, various methodologies, including distance measurement
approaches, multilayer perceptron neural networks, support vector machines,
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regression logistics, convolutional neural networks utilizing TF-IDF, Bag of
Words (BOW), and Word2Vec vectors, along with keyword extraction, have
been integrated. The proposed approach is assessed using the SemEval2019
dataset to extract suggestions from the textual content of online user reviews.
The obtained results demonstrate a notable enhancement in the F1 score,
reaching 0.76 compared to prior research. The experiments further suggest
that information retrieval-based approaches exhibit promising potential for
this specific task.

Keywords: User generated content analysis, suggestion mining, informa-
tion retrieval, information extraction, text mining, sentiment analysis, deep
learning.

1 Introduction

E-commerce has a vital role in modern life. The number of online purchases is
rising every day. Web2 allows users to share their comments, suggestions, and
complaints about products and services. As a result, online user-generated
text is becoming a popular source that can help other users make informed
decisions. On the other hand, the content helps organizations utilize sugges-
tions to improve their products and services [34]. The comments may include
helpful suggestions to help companies better understand user preferences
and requirements [12, 18]. To utilize comments on the web, opinion mining
was introduced in 2002. This system mainly processes the text to summarize
positive, negative, and neutral sentiments towards the particular item (product
or service). However, opinionated texts contain descriptive information such
as advice, hints, warnings, and suggestions, which are generally ignored in
sentiment analysis tasks [23]. These more general classes of user feedback
convey important information that is useful for vendors and dealers as well
as the end-users who usually rely on customer tips and recommendations
[21]. These insights motivate suggestion extraction as an elementary step in
e-commerce decision-making and development processes.

While human experts extract various types of information from natural
language texts quite effortlessly, manual processing of millions of opinion
texts takes too long and is costly. Hence, automatic and efficient approaches
in this regard are anticipated. The successful application of natural lan-
guage processing (NLP) tools and techniques in neighboring tasks such as
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text summarization further motivates the use of automatic approaches in
suggestion extraction tasks [5, 21].

It is worth noting that suggestion mining and recommending systems
are related concepts; however, they refer to different aspects of information
extraction from textual content. The primary goal of suggestion mining is to
find out what users suggest or recommend in their reviews and comments.
These suggestions are often used by business managers to improve their
products. On the other hand, the focus of recommendation systems is to help
users find products and services based on their interests and preferences. The
distinction is important since the former is a much newer field of study while
the latter has rich and active literature [15, 16].

Suggestion mining is an emerging research area, and the problem def-
inition is still in its early stages, with labeled datasets being scarce. Few
studies have been conducted in the field, many of them being empirical [22].
However, suggestion mining can be employed in various applications such
as product improvement ideas, customer-to-customer suggestions, suggestion
summarization, sentiment recognition, and recommendation systems [20,32].
Therefore, the numerous applications and lack of research conducted are the
primary motivations for this study.

Information retrieval (IR) methods are techniques and processes used
to retrieve relevant information from large collections of data, typically in
the form of text documents. The main goal is to find efficiently and present
information that is most relevant to the questions or queries [30].

Adopting IR methods in suggestion mining facilitates the efficient
retrieval of pertinent suggestions from extensive textual datasets, employing
relevance ranking techniques like term frequency-inverse document fre-
quency (TF-IDF) and BM25. The incorporation of NLP enhances contextual
understanding, enabling the differentiation of sentiments and nuanced mean-
ings within suggestions. Furthermore, these methods enhance the accuracy,
relevance, and scalability of the suggestion mining systems. Likewise, deep
learning provides advanced techniques to analyze complex patterns, induce
more informative hidden representations (i.e. embeddings), and improve the
overall performance of retrieval systems.

In this research, diverse approaches are utilized to extract feature vectors
from opinion texts. Subsequently, supervised learning methods and deep
neural networks are applied to detect suggestions within the text. Through
evaluations conducted on the selected dataset, the results demonstrate that
the proposed approach effectively and accurately extracts suggestions. The
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findings suggest that this method holds potential for application in down-
stream tasks such as recommendation systems and decision support systems,
showcasing its capability to identify suggestions with acceptable accuracy
automatically.

The structure of the paper is organized as follows. In the second section,
the related work is reviewed, and then in the third section, the proposed
approach is presented with an emphasis on motivations, concepts, and terms.
In the fourth section, the test and evaluation results of the proposed approach
are reported, and in the fifth section, the conclusions, as well as a set of future
directions are presented.

2 Related Work

In recent years, numerous studies have focused on text mining that extracts
useful information from online user reviews. However, very few studies
have been conducted to extract suggestions from online user reviews. The
main reason is that natural language texts are largely unstructured, making
the task inherently challenging. The few related works conclude that it is
not straightforward to detect suggestions automatically; hence, this problem
remains an open research question that needs to be explored. In the following,
we review some of the available related studies.

As one of the earlier works, Goldberg et al. [9] employed rule-based
approaches that use several linguistic techniques and extract standard expres-
sions as suggestions. They focused on a corpus of product reviews and online
political comments. Lacob and Harrison [11], studied similar approaches
to identify language patterns and extract text with known patterns. They
used linguistic resources such as vocabularies and ontologies, as well as
NLP tools such as parsers and phrase extractors. Then, a set of patterns
are manually composed as templates of suggestions. Since this approach
relies on these patterns, it is classified as a domain-dependent approach. Brun
and Hagege [2] extracted suggestions from product reviews using manually
formulated rules. Jhamtani et al. [12] proposed a regulatory learning approach
to identify suggestions from the comments to improve product features. They
used several machine-learning approaches.

Negi et al. [20] used the convolution neural network (CNN) and long
short-term memory (LSTM) for suggestion mining. In addition, their purpose
is to eliminate the need for manual specification of feature types. The results
(F1 score) in the hotel domain in LSTM and CNN networks were 0.45
and 0.36, respectively, and in the electronic domain in LSTM and CNN
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networks they were 0.51 and 0.39, respectively. Their findings show that
LSTM networks perform better than other approaches. Ngo et al. [24] used
machine learning approaches and deep learning with the CNN model on the
Vietnamese media reviews and, reached the F1 scores of 78.45 and 77.68.

Golchha et al. [8] proposed an approach to suggestion mining from
customer-to-customer advice using a hybrid semi-supervised neural net-
work model. This model uses semi-supervised learning to utilize useful
information from large amounts of unlabeled data. Their F1 scores on the
hotel and electronics datasets were 65.6 and 65.5, respectively. Fatyanosa
et al. [6] used machine learning approaches, such as logistic regression,
random forest, multinomial naive Bayes, linear support vector classifica-
tion, sublinear support vector classification, variable length chromosome
genetic algorithm-naive Bayes, and CNN. They compared these approaches
on the software and hotel datasets and obtained F1 scores of 0.47 and 0.37,
respectively.

Ding et al. [4] used the stacked bidirectional LSTM(SBiLSTM) on soft-
ware developer reviews. They used the pre-trained Word2Vec model to learn
distributed sentence representations and reached the F1Score of 0.57. Pecar
et al. [25] used the recurrent neural network approach with BiLSTM layers
and the attention mechanism. They tried to encrypt the words using the
Embeddings from Language Model (ElMo) and reached the F1 score of
0.68. Zhou et al. [36] used the convolutional neural network method and
the pre-trained BERT model. They achieved the F1 score of 0.70. Ping Yue
et al. [33] used a combination of neural networks with layers of BiLSTM,
gated recurrent unit (GRU), and CNN. They used the BERT pre-trained
model and voting in the final classification stage. They finally reached the
F1 score of 0.73. Ezen-Can and Can [5] proposed a domain-independent
suggestion mining system in which they analyze information sources in two
ways: first, using external features in the recurrent neural network (RNN) and
second, by collecting the RNN result with rule-based features. They trained
their model on the electronics dataset and achieved an F1 score of 77.70%.
The trained model also achieved the F1 score of 74.49% in the hotel reviews
dataset.

Reddy et al. [28] applied various deep learning techniques such as RNN,
LSTM, attention-based LSTM, and GRU for suggestion mining. The find-
ings indicate that attention-based LSTM achieved the best accuracies for
suggestion mining.

Recently, Laskari et al. [17] presented an explainable system to iden-
tify patterns and understand the significant components of suggestions. The
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experimental results on the standard datasets demonstrate that the attention
model can overtake other models. Zhao et al. [35] studied the performance of
several classification models for Chinese suggestion mining. They used both
traditional machine learning approaches (feature engineering-based models)
and deep learning models in the Chinese reviews. Ramesh et al. [27] proposed
the feature selection-based approach for suggestion mining. The method
involves feature selection algorithms such as chi-square and multivariate
relative discrimination criterion (MRDC), as well as learner models like
support vector machine (SVM) and random forest (RF) as classifiers.

In summary, while text mining from user reviews has received consid-
erable attention, suggestion mining remains a challenging and open research
question. The spectrum of methodologies employed in existing studies ranges
from rule-based approaches and machine-learning techniques to advanced
deep-learning models. Major contributions include the application of LSTM
and CNN networks, hybrid semi-supervised neural network models, and
explainable systems utilizing attention models.

3 The Proposed Approach

The suggestion mining problem presented in SemEval2019-Task9 has been
raised as a binary classification problem. We also presented this problem
as information retrieval. In this section, we discuss the various informa-
tion retrieval approaches for text preprocessing and then the classification
algorithms for extracting the suggestions from reviews.

3.1 Motivation

There are several gaps and limitations in the application of IR methods to sug-
gestion mining. Notably, there is a predominant focus on machine learning
and deep learning approaches, with insufficient exploration of traditional or
advanced IR techniques. The studies often lack attention to query-document
relevance, restricting the potential benefits of IR models that excel in captur-
ing such relevance. Integration of semantic search capabilities, exploration
of cross-domain applicability, and addressing real-time retrieval aspects are
notably scarce. Furthermore, there is a need for a deeper understanding of
user queries and the utilization of diverse retrieval models. Mitigating these
gaps has the potential to develop a more comprehensive and deeper utilization
of IR methods, thereby improving suggestion-mining processes.
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Table 1 The opinions include suggestions for software developers
# Suggestion
1 It would be nice to give developers the option to put a payment on hold when they

reach the appropriate threshold, and have the option to put it on top of the next due
payment when they reach the threshold after that.

2 Include an API to add, remove, deactivate tracking protection lists (TPL), to further
drive down data usage, enable selective protection against rogue sites tracking, and
just have a sense of control.

3.2 Basic Concepts

• Reviews: The opinions users write to provide feedback on products.
Users express their reviews to share and communicate their thoughts
and experiences as product consumers.

• Suggestion: The idea that a user expresses about a particular item. The
suggestion can be in the form of advice; for those who want to buy a
product, or can be a complaint to the producer, supplier, or vendor of the
product. Table 1 shows instances of suggestions.

• Information retrieval: IR involves the organized and efficient retrieval
of relevant information from large and diverse collections of data.
Commonly used in search engines, databases, and digital libraries, IR
includes methods such as indexing, ranking, and natural language pro-
cessing to match user queries with relevant documents, enabling users
to access information efficiently. The goal of information retrieval is
to assist the user in finding the information they are seeking from an
unstructured dataset.

• Domain: We refer to the term domain as the source of the text. Some
resources can be software developer reviews, hotels, electronics reviews,
and Tweets.

3.3 The Proposed Model

Figure 1 shows the block diagram of the proposed model. The model
contains specialized components for input gathering, preprocessing, feature
extraction, embedding, classification, and evaluation.

3.3.1 Input and preprocessing
Input to the model are review texts, in which each review is a sequence of a
few sentences. The input component is a pipeline of text import operations.
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Figure 1 Block diagram of the proposed method.

It is usually realized as import utilities from raw texts or structured XML and
JSON files.

Since normal web users write the texts; they usually follow varying
writing styles and contain spelling errors and non-vocabulary terms. The
preprocessing step cleans up and normalizes the texts in a few regular steps
as follows:

1. Spelling correction: Makes context-aware spelling corrections by
matching the words against a generic English dictionary.

2. Emoji normalization: Replaces emojis with text descriptions.
3. Hyperlink removal: Removes URLs using a regular expression.
4. Non-alphanumeric removal: Excludes punctuation and special charac-

ters.
5. Whitespace removal: Collapses multiple spaces into one.
6. Stopword removal: Removes common words using NLTK.
7. Lowercasing: Converts all words to lowercase.
8. Numeric word removal: Excludes words consisting only of digits.
9. Short text removal: Filters out texts shorter than the specified minimum

length

The preprocessing operations are mainly conducted by NLTK 1 and PyChant
toolkits.2

1https://www.nltk.org/
2https://pypi.org/project/pyenchant/

https://www.nltk.org/
https://pypi.org/project/pyenchant/
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3.3.2 Feature extraction
At the end of preprocessing, each review is a set of tokens. Next, this
set is represented by a feature vector that distinguishes those containing
suggestions from the others. The following feature extraction and embedding
methods are adopted in this study.

• BOW: The BOW method represents a document as a lexicographically
ordered set of words and their respective frequencies.

• TF-IDF: In this method, words are given weights based on their fre-
quency in the documents. In an information retrieval system, this weight
is a statistical measure used to express the importance of a word in a
document. The TF specifies the frequency of a word in the document,
and IDF is inversely proportional to the number of documents that
contain that word. Both of the metrics are usually measured in the log
scale [30].

• Word2Vec: This method induces continuous representations for the
words, called word embeddings. Word2vec [19] has been efficiently
adopted in several language understanding tasks, encouraging its appli-
cation in new areas. In this research, We trained Gensim’s3 Word2vec
over the entire set of documents. We also trained FastText [14] from the
same module and also used several pre-trained models.

• Filtering too-frequent and too-rare words: In this step, too-frequent
and too-rare words are removed from the extracted features, as the
former group does not convey discrimination power and the latter has
no reasonable support to consider in analyses. Since we used the sci-kit
learn module, this step is implemented as setting parameter values in the
respective functions.

• Feature selection using the t-test: The t-test can be utilized to assess the
significance of individual features in distinguishing between different
classes or categories. By calculating the t-statistic for each feature and
selecting those with significant differences in means between classes
(i.e. low p-values), one can identify the most informative features for
classification or regression tasks.
The t-test compares the means of two independent samples to estimate
the t-statistic, which represents the difference between the sample means
normalized by the standard error of the difference. The general formula

3https://radimrehurek.com/gensim/models/word2vec.html

https://radimrehurek.com/gensim/models/word2vec.html
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for the t-statistic in a two-sample t-test is given in Equation (1):

t =
X̄1 − X̄2√

s21
n1

+
s22
n2

(1)

where:

– X̄1 and X̄2 are the sample means of the two groups
– s1 and s2 are the sample standard deviations of the two groups
– n1 and n2 are the sample sizes of the two groups.

The t-test is used to test the null hypothesis (H0) that there is no
significant difference between the means of the two groups against the
alternative hypothesis (H1) that there is a significant difference. The
decision to reject or fail to reject the null hypothesis is based on the
calculated t-statistic and the significance level (α) chosen for the test.
In this research, we use an independent samples t-test and reject the
null hypothesis with p-values lower than a pre-defined threshold. The
threshold values used in the literature are 0.01, 0.05, and 0.1; however,
to be more exhaustive, we used a much larger value of 0.25.

• Principal component analysis (PCA): PCA [1] is adopted as a statistical
method for dimensionality reduction. It transforms high-dimensional
data into a lower-dimensional space while retaining most of the original
information. PCA identifies orthogonal axes, called principal compo-
nents, that capture the maximum variance in the data. By projecting
the data onto these components, PCA reveals underlying patterns and
simplifies analysis.

• Keywords extraction: Keywords are terms and phrases whose frequency
is significantly different in the two classes, namely suggestion contain-
ers, and others. Essentially, these keyword frequencies are a subset of
BOW vectors.

3.3.3 Data augmentation
IR often relies on large datasets of documents and queries for training
retrieval models. However, in specific domains or for niche topics, acquir-
ing enough labeled data can be challenging. Data augmentation techniques
like back-translation, synonym replacements, or paraphrase generation can
artificially enlarge the training data, improving model performance.

Since there are fewer instances of the suggestion class, we have replaced
the synonymous words in the documents and generated new reviews using the
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existing instances. Data augmentation is applied only to the train data. The
approach is similar to the query expansion methods in search engines [13].

3.4 Classification and retrieval

The learning models used in this research range from classical machine
learning algorithms to modern deep learning architectures. The models are
categorized into four main groups based on their underlying principles and
techniques. We present the formulation and main equations of each model,
However, since we used implementations from scikit-learn4 and similar
standard Python libraries, we do not dive into the details of the learning and
optimization considerations. For in-depth and comprehensive information
please refer to generic textbooks such as [1, 10].

The first group contains basic machine learning models including linear
discrimination analysis (LDA), logistic regression (LR), various flavors of
SVM, decision trees, and kNN. The second group includes random forests
and a few types of well-known boosting methods. The third group includes
classic and modern feed-forward neural networks. Finally, the fourth group
contains a single neural network with the BERT as its feature extraction
module.

3.4.1 Basic machine learning models
Basic machine learning models form the foundation of many predictive
analytics tasks. They are mainly statistical or algebraic models with a few
trainable parameters. The parameters are usually optimized using analytic or
iterative solutions [1].

Naive Bayes: The naive Bayes classifier is a probabilistic machine learning
algorithm based on Bayes’ theorem with an assumption of independence
between features. The classifier predicts the probability of each class given a
set of features using Equation (2):

P (y|x1, x2, . . . , xn) =
P (y)

∏n
i=1 P (xi|y)

P (x1, x2, . . . , xn)
(2)

where P (y|x1, x2, . . . , xn) is the probability of class y given features
x1, x2, . . . , xn, P (y) is the prior probability of class y, P (xi|y) is the con-
ditional probability of feature xi given class y, and P (x1, x2, . . . , xn) is the
probability of the features.

4https://scikit-learn.org/stable/

https://scikit-learn.org/stable/
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The naive Bayes classifier works well with well-defined class distribu-
tions such as text classification tasks. Its simplicity and efficiency make it
a popular baseline for classification tasks, specifically where interpretability
and speed are important factors.

Bayesian ridge regression: Bayesian ridge regression combines Bayesian
principles with linear regression. It involves assuming a Gaussian prior dis-
tribution over the regression coefficients and then updating these beliefs using
Bayes’ theorem to obtain the posterior distribution. The model is formulated
as in Equation (3):

ŵ = argmin
w

{
∥y −Xw∥22 + α∥w∥22

}
(3)

where ŵ is the estimated regression coefficients, y is the target variable, X
is the design matrix of predictors, and α is a hyperparameter controlling the
regularization strength. The regularization term, ∥w∥22, imposes a penalty on
the size of the coefficients, to prevent overfitting.

Linear discriminant analysis: Linear discriminant analysis (LDA) aims to
find a linear combination of features that best separates two or more classes.
It assumes that the features are normally distributed and that the classes have
identical covariance matrices. The decision function is defined in Equation
(??):

δk(x) = xTΣ−1µk −
1

2
µT
kΣ

−1µk + log(πk) (4)

where δk(x) represents the discriminant function for class k, x is the input
feature vector, µk is the mean vector of class k, Σ is the covariance matrix,
and πk is the prior probability of class k.

Logistic regression: As a binary classification algorithm, logistic regression
(LR) estimates the probability that a given input belongs to a particular class.
The model is realized by Equation (5):

P (Y = 1|X) =
1

1 + e−(β0+β1X1+...+βpXp)
(5)

where:

P (Y = 1|X) represents the probability of class membership,

X denotes the input features, and

β0, β1, . . . , βp are the coefficients to be estimated.
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Support vector machines (SVMs): SVMs are supervised learning models
used for classification and regression tasks. They find the hyperplane that
best separates classes in the feature space. The goal function is defined in
Equation (6):

minimize
1

2
||w||2 + C

n∑
i=1

ξi (6)

subject to:

yi(w · xi + b) ≥ 1− ξi, (7)

ξi ≥ 0 (8)

where:

w is the weight vector,

b is the bias term,

ξi are slack variables,

C is a regularization parameter.

Decision trees: Decision trees recursively partition the feature space into
smaller subsets based on the values of input features, facilitating both clas-
sification and regression tasks. The partitioning criteria is usually defined as
the purity estimated such as the Gini index, Equation (9):

J(s, t) =
mleft

m
Ginileft +

mright

m
Giniright (9)

where:

J(s, t) represents the cost function at split s and threshold t,

mleft and mright are the number of samples in the left and right subsets, and

Ginileft and Giniright are the Gini impurities of the left and right subsets.

k-nearest neighbors (kNN): kNN is a non-parametric algorithm that makes
predictions based on the majority class of its k nearest neighbors in the feature
space.

ŷ(x) = mode(yi|xi ∈ Nk(x)) (10)

where:

ŷ(x) represents the predicted class for input x, and

Nk(x) denotes the k nearest neighbors of x.
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3.4.2 Ensemble methods
Ensemble methods combine multiple learning models to enhance predictive
performance, leveraging the diversity of individual models.

Random forests: Random forests build multiple decision trees during train-
ing and output the mode of the classes (classification) or the mean prediction
(regression) of the individual trees.

ŷ(x) =
1

B

B∑
i=1

ŷi(x) (11)

where:

ŷ(x) is the ensemble prediction for input x,

ŷi(x) is the prediction of the ith decision tree, and

B is the number of trees in the forest.

Boosting methods: Boosting algorithms such as AdaBoost, Gradient Boost-
ing, and XGBoost sequentially train weak learners to correct the errors of
their predecessors, producing a strong ensemble model [7].

F (x) =
M∑

m=1

βmhm(x) (12)

where:

F (x) is the ensemble prediction for input x,

βm is the weight assigned to the mth weak learner, and

hm(x) is the prediction of the mth weak learner.

Mixture of experts (MoE): An MoE is an ensemble model that combines
multiple specialized models (experts) using a gating network. The gating
network assigns weights to each expert’s prediction based on the input data,
resulting in a final prediction that benefits from the expertise of each model.
This approach allows MoE models to capture complex patterns in the data
and achieve high performance in various tasks.

Given an input x, the MoE model predicts the output y by combining the
predictions of multiple expert models using Equation (13):

y =

N∑
i=1

αi · fi(x) (13)
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where:

N is the number of expert models,

αi are the gating coefficients produced by the gating network,

representing the contribution of each expert, and

fi(x) is the prediction of the ith expert model for the input x.

The gating coefficients αi are computed using a softmax function applied
to the output of the gating network, ensuring that they sum up to one and
represent a probability distribution over the expert models:

αi =
ezi∑N
j=1 e

zj

where zi represents the output of the gating network for the ith expert model.

3.4.3 Neural networks
Neural networks consist of interconnected layers of nodes that process input
data to produce output predictions.

Classic feed-forward neural networks: Classic feed-forward neural net-
works (Figure 2) learn complex mappings between inputs and outputs
through layers of neurons.

y = σ(WTX+ b) (14)

where:

y is the output vector,

W is the weight matrix,

X is the input vector,

b is the bias vector,

σ is the activation function.

Figure 2 MLP architecture.
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Figure 3 CNN architecture.

Convolutional neural networks (CNNs): CNNs are deep learning models
specifically designed for processing structured grid data, such as images.
They have revolutionized the field of computer vision and have been widely
adopted in various domains.

As depicted in Figure 3, the architecture of a typical CNN consists
of multiple convolutional layers followed by activation functions (such as
ReLU), pooling layers, and fully connected layers for classification or regres-
sion tasks. The model is trained using backpropagation and optimization
algorithms like stochastic gradient descent (SGD) or variants like Adam.

The effectiveness of CNNs stems from their ability to automatically learn
hierarchical representations of data, making them well-suited for tasks such
as image classification, object detection, and segmentation. Their success
has also led to applications in other domains, including natural language
processing and speech recognition.

Long short-term memory (LSTM): LSTM networks are a memory aug-
mented recurrent neural network (RNN) designed to address the vanishing
gradient problem and capture long-range dependencies in sequential data.

LSTMs are composed of memory cells with self-connections called gates,
which control the flow of information. These gates include an input gate,
a forget gate, and an output gate, which regulate the information flow into
and out of the memory cell. This architecture allows LSTMs to selec-
tively remember or forget information over long sequences, making them
particularly effective for tasks involving sequential data.

The key feature of LSTMs is their ability to maintain a constant error flow
over time, which helps mitigate the vanishing gradient problem encountered
in traditional RNNs. This allows LSTMs to capture dependencies over longer
time scales and learn more complex patterns in sequential data.
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Figure 4 BiDi-LSTM network.

Figure 5 The BERT based neural network.

The bi-directional LSTM architecture adopted in this study (Figure 4)
embeds the input sequence of words and their reverse. The embeddings are
then concatenated and fed to generic fully connected layers to classify.

BERT-based neural network: BERT-based neural networks (Figure 5)
integrate pre-trained language models like BERT [3] as feature extrac-
tion modules to leverage contextual word embeddings for various natural
language processing tasks.

BERToutput = BERTinput(Sentence) (15)

where:

BERToutput represents the contextual embeddings generated by BERT, and

BERTinput(Sentence) is the input sentence processed by BERT.

4 Evaluation

In this section, the evaluation of the proposed method is discussed. For this
purpose, we use the conventional evaluation metrics of IR such as precision,
recall, accuracy, and F1 score, as summarized in Table 2. Precision measures
the purity of the retrieved set and recall measures its coverage of the related
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Table 2 A confusion matrix and its IR metrics

Suggestion Non-suggestion
Suggestion True-positive (TP) False-negative (FN)
Non-suggestion False-positive (FP) True-Nnegative (TP)

Precision (Pr) = TP
TP+FP

Recall (Re) = TP
TP+FN

F1 score = 2×Pr×Re
Pr+Re

Accuracy = TP+TN
TP+FP+TN+FN

Table 3 The dataset and all of its components

# non-suggestions # suggestions
Train 6415 2085
Validation 296 296
Test 746 87

items. These two metrics are usually in a tradeoff such that higher recall
comes with lower precision rates. Hence the F1 score is utilized as a com-
bined metric. Furthermore, in tasks such as suggestion mining the positive
class is of special interest and its per-class metrics are used in comparison
scenarios. However, we report the metrics for both of the classes. Accuracy
is also reported as a classic measure of supervised learning performance.

4.1 Dataset

The text of user reviews about software developers is taken from the User-
Voice [23]. It is a labeled dataset that is available on the Kaggle website
and divided into train, validation, and test sets. This dataset contains user
reviews in the software developers’ forum, with only a few including sug-
gestions. The primary objective is to identify reviews that offer suggestions
for enhancing software. Table 3 provides the information about the dataset
SemEval2019-Task9 in detail.

4.2 Results and Discussion

4.2.1 Rule-based methods
Since the suggestions within the text are usually expressed using impera-
tive speech and auxiliary verbs including would, could, should, and must,
grammar-based pattern matching and rule generation methods may seem
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Table 4 Top discriminative words and phrases

Source Keywords
Human Expert please, should, could, might, ought to, would, recommend, suggest,

consider, better, allow, would you mind, could you please, I suggest,
if you want to, be able to, it would be

BOW, ttest be, please, would, should, would be, it would be, it would, add, should
be, to, be nice, allow, would be nice, be great, would like, like, could,
like to, nice, please add, would be great

TFIDF, ttest be, should, it would be, please, it would, would be, would, add, should
be, to, allow, be nice, would be nice, would like, nice, like to, be great,
be able, it would be great, please add

helpful; however, experiments revealed that some of these methods cover
only a small portion of the dataset, since in general, the suggestion is implic-
itly expressed. We conducted experiments using keyword search, longest
common subsequence (LCS), dyanamic time warping (DTW), and parts of
speech (POS) tagging techniques. In this group of experiments, LCS and
DTW got lower results than the baseline methods and hence are not reported.
However, keyword searches got competitive results to the average learning
models.

Keyword search looks for specific words and phrases within the texts.
Table 4 contains three groups of keywords. We induced the first group
heuristically based on our knowledge of the English language. The second
and third groups are filtered from BOW and TFIDF features using the ttest
experiment. Since most of the words and phrases in all three groups are
stopwords, we should not remove the stopwords in the preprocessing step.

Table 5 shows the results for keyword-based classification using the three
groups. The best F1 score for the suggestion class is achieved with the 17
manually crafted features. BOW and TFIDF keywords achieve significantly
lower results. Besides the poor coverage of these methods, their F1 score also
were far below the lowest learning-based result. Hence, we report the results
here. Interested readers may consult the GitHub repository of the project.5

4.2.2 Results of the learning models
We have conducted extensive experiments covering various hyperparame-
ter configurations, pre-processing options, feature extraction methods, and
classification algorithms. We tried to find the best setting of parameters
and hyperparameters using the training and validation sets then we used

5https://github.com/cse-teacher/suggestion-mining

https://github.com/cse-teacher/suggestion-mining
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Table 5 Results of keyword-based classification

Non-suggestion Suggestion

Group N Acc Pr Re F1 Pr Re F1

bow 1 0.75 0.92 0.78 0.85 0.19 0.44 0.26
bow 5 0.74 0.95 0.75 0.84 0.24 0.68 0.35
bow 10 0.41 0.96 0.35 0.52 0.14 0.89 0.24
bow 15 0.41 0.96 0.35 0.52 0.14 0.89 0.24
bow 20 0.4 0.97 0.34 0.5 0.14 0.92 0.24
bow 50 0.24 0.96 0.16 0.27 0.12 0.94 0.21
tfidf 1 0.75 0.92 0.78 0.85 0.19 0.44 0.26
tfidf 5 0.75 0.94 0.77 0.85 0.23 0.61 0.34
tfidf 10 0.41 0.96 0.35 0.52 0.14 0.89 0.24
tfidf 20 0.26 0.94 0.19 0.31 0.11 0.90 0.20
tfidf 50 0.24 0.95 0.16 0.27 0.11 0.93 0.20
human 1 0.90 0.91 0.99 0.95 0.59 0.18 0.28
human 5 0.88 0.94 0.93 0.94 0.45 0.51 0.48
human 10 0.87 0.96 0.90 0.93 0.43 0.67 0.52
human 15 0.87 0.97 0.89 0.93 0.44 0.75 0.55
human 17 0.87 0.97 0.89 0.93 0.44 0.76 0.56

training ∪ validtion for training and used the test set for testing. For
instance, after extensive experimentation with varying values of k in the kNN
classifier, ranging from 1 to 100, we observed that the classifier demonstrated
optimal results within the range of k = 5− 21 with negligible variations.

Table 6 reports the highest scores for the suggestion class using each of
the models in the four groups. In summary, F1 score of the suggestion class
varies from 27 for naive Bayes to 76 for the BERT-based neural network,
revealing significant differences between various models and configurations.

The basic models focus on feature value distributions. The naive Bayes
classifier makes a simple, interpretable, and robust baseline. Since it estimates
univariate distributions, it may also handle missing data elegantly. However,
for imbalanced and hard classification tasks, as in our case, its performance is
lower than more complex models. The kNN and LDA achieve significantly
higher f1score than naive hover it is far below the nonlinear models in
this group. the SVM with RBF kernel has the highest score in this group
mentioning the importance of robustness in classification as well as the
uniformity of class distributions in local and smooth neighborhoods.

In the group of ensemble methods, boosting methods achieve results com-
peting with the best basic classifier however the three tree-based classifiers
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Table 6 Results of the experiments
Not- Suggestion Suggestion

Group ModelName Feature Accuracy Pr Re F1 Pr Re F1
Keywords keyword filter tfidf: 5 0.75 0.94 0.77 0.85 0.23 0.61 0.34
Keywords keyword filter bow: 5 0.74 0.95 0.75 0.84 0.24 0.68 0.35
Keywords keyword filter human:17 0.87 0.97 0.89 0.93 0.44 0.76 0.56
Basic Naı̈ve Bayes bow 0.91 0.91 1 0.95 0.88 0.16 0.27
Basic LDA bow 0.83 0.95 0.86 0.9 0.34 0.6 0.43
Basic kNN bow, PCA 0.9 0.93 0.96 0.95 0.54 0.41 0.47
Basic Decision Tree bow 0.9 0.96 0.93 0.94 0.52 0.67 0.58
Basic BayesianRidge bow 0.92 0.95 0.97 0.96 0.66 0.57 0.61
Basic LR bow 0.92 0.96 0.95 0.96 0.61 0.63 0.62
Basic SVM(RBF) bow 0.93 0.96 0.96 0.96 0.65 0.63 0.64
Ensemble AdaBoost bow 0.91 0.95 0.95 0.95 0.55 0.55 0.55
Ensemble LightGBM bow 0.92 0.96 0.95 0.95 0.59 0.64 0.62
Ensemble balanced RF bow 0.89 0.98 0.89 0.93 0.48 0.87 0.62
Ensemble CatBoost bow 0.92 0.96 0.96 0.96 0.63 0.63 0.63
Ensemble Grad.Boost bow 0.92 0.95 0.96 0.96 0.65 0.61 0.63
Ensemble Extra Trees bow 0.93 0.96 0.96 0.96 0.67 0.64 0.65
Ensemble MoE bow 0.93 0.97 0.95 0.96 0.62 0.75 0.68
Ensemble Random Forest bow 0.94 0.96 0.98 0.97 0.79 0.64 0.71
NN LSTM Sequence 0.9 0.96 0.92 0.94 0.5 0.68 0.58
NN MLP bow 0.91 0.96 0.94 0.95 0.55 0.67 0.60
NN CNN Sequence 0.86 0.87 0.96 0.91 0.84 0.57 0.67
NN BERT(small) small 0.94 0.98 0.95 0.96 0.66 0.82 0.73
NN BERT(large) large 0.95 0.98 0.96 0.97 0.71 0.83 0.76

achieve reasonably higher scores. The winner in this group is the random
forest classifier.

An important case in this group is the balanced random forest that induces
several random forest learners from balanced inputs (Algorithm 1). The
balanced input consists of the minority class plus a random subset of the
majority class. For instance, if the minority class has N instances and the
majority class has 10 × N instances, the balanced training set will contain
N instances from each of the classes. For the test instances, the label is
determined as the majority vote of the learners. This ensemble is developed in
the hope that it mitigates the class imbalance problem. However, experiments
revealed that it is not as good as expected.

While the relatively poor performance of this balanced ensemble can be
attributed to the feature representation, model complexity, evaluation metrics,
or hyperparameter tuning, we believe that intrinsic data complexity plays a
major role. That is, the suggestion class is inherently difficult to distinguish
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from non-suggestion, hence the task requires more advanced techniques or a
deeper understanding of the domain to achieve significant improvements.

Algorithm 1 Balanced random forest
Require: Training dataset D = X, y with minority (y = 1) and majority (y = 0) class

instances
Require: Number of learners K
Ensure: Ensemble model consisting of K balanced random forest learners
1: Ensemble = .
2: Set N = Minority class size
3: Set D1 = Xy=1, yy=1

4: for k = 1 to K do
5: Set D0 = RandomSubset(Xy=0, yy=0)
6: Set Dk = D0 ∪D1

7: RFk = TrainRandomForest(Dk)
8: Ensemble = Ensemble ∪RFk

9: end for
10: // Combine the predictions of all learners in Ensemble using a voting mechanism:
11: for each xj in the test dataset do
12: f0 = 0, f1 = 0 // initialize vote frequency for the two classes
13: for each RF in Ensemble do
14: yk = RF (xj)
15: fyk = fyk + 1 //Increment winner classes votes
16: yj = argmax(f0, f1)
17: end for
18:
19: end for
20: Output: The ensemble model Ensemble.

The MoE in this group is a mixture of a random forest, gradient boosting,
logistic regression, and MLP classifiers. The gating network averages the
results of the members. This configuration ranked second in the ensembles,
signifying the importance of the differences between the models. However, a
slightly better score of the generic random forest classifier again supports the
complexity hypothesis.

Within the group of neural networks, the BERT, a transformer-based large
language model, achieves considerably better scores, as expected. However,
there is a surprise with the results of the LSTM network, since it has been the
state of the art for sequence learning, especially in NLP tasks. Besides larger
and more complex architecture, the major difference between LSTM and
BERT is that the latter employs the attention mechanism, which dynamically
adjusts the weights of words in the sequence embedding.
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4.2.3 Word2vec Analysis
Furthermore, in the hope of capturing the semantic content of the reviews, we
used several pre-trained word2vec models along with the Gensim’s doc2vec
trained on the adopted dataset.

We conducted experiments utilizing pre-trained word2vec embedding
models. These embedding models are widely used in various NLP tasks
such as text classification, sentiment analysis, named entity recognition, and
machine translation. The models are usually acknowledged as capturing
semantic relationships and similarities between words or documents.

• glove-wiki-gigaword-50, glove-wiki-gigaword-100, glove-wiki-
gigaword-200, glove-wiki-gigaword-300: This models are trained on
a combination of Wikipedia and Gigaword corpus using the GloVe
algorithm. They generate word embeddings of 50, 100, 200, and 300
dimensions to capture semantic relationships between words in different
granularities.

• glove-twitter-25, glove-twitter-50, glove-twitter-100, glove-twitter-
200: These models are trained on Twitter data using the GloVe algo-
rithm. They provide word embeddings of different dimensions (25, 50,
100, 200) capturing semantic information from Twitter text.

• fasttext-wiki-news-subwords-300: This model is trained on Wikipedia
and news data using the FastText algorithm [14]. It provides 300-
dimensional word embeddings, including subword information, which
can handle out-of-vocabulary words and capture morphological similar-
ities .

• gensim-fasttext-words: This model is a FastText-based word embed-
dings model implemented in the Gensim library. It provides word
embeddings trained on your own corpus using the FastText algorithm.

• word2vec-google-news-300: This model is trained on a large corpus of
Google News articles using the Word2Vec algorithm [19]. It provides
300-dimensional word embeddings capturing semantic relationships
from news text.

• gensim-doc2vec: This model is implemented in the Gensim library and
is based on the Doc2Vec algorithm. It generates document embeddings,
also known as paragraph embeddings or sentence embeddings, which
represent the semantic meaning of documents.

We retrieved the models from the gensim library 6 [29]. The embedding
for a document is computed as the mean of its constituent word embeddings.

6https://radimrehurek.com/gensim/

https://radimrehurek.com/gensim/
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Table 7 Results with the different word2vec embeddings
Not- Suggestion Suggestion

Model Feature Accuracy Pr Re F1 Pr Re F1
kNN glove-wiki-gigaword-50 0.84 0.92 0.91 0.91 0.27 0.29 0.28
kNN glove-twitter-25 0.85 0.92 0.91 0.92 0.31 0.33 0.32
Decision
Tree

glove-wiki-gigaword-100 0.75 0.94 0.77 0.85 0.23 0.6 0.34

LDA glove-wiki-gigaword-200 0.88 0.92 0.95 0.93 0.4 0.31 0.35
kNN glove-twitter-50 0.85 0.93 0.91 0.92 0.33 0.39 0.36
LDA glove-wiki-gigaword-300 0.87 0.93 0.92 0.93 0.37 0.38 0.38
LR glove-twitter-200 0.88 0.93 0.94 0.94 0.43 0.37 0.4
LR glove-twitter-100 0.89 0.93 0.95 0.94 0.45 0.37 0.41
SVM fasttext-wiki-news-

subwords-300
0.90 0.93 0.97 0.95 0.55 0.37 0.44

SVM gensim-fasttext-words 0.9 0.94 0.96 0.95 0.54 0.45 0.49
SVM word2vec-google-news-

300
0.89 0.94 0.94 0.94 0.49 0.53 0.51

SVM gensim-doc2vec 0.91 0.95 0.96 0.95 0.6 0.54 0.57

We also trained the Gensim’s doc2vec and Fasttext models on the adopted
dataset. For each of the models, we report the best F1 score of the suggestion
class in table 7. The results indicate that incorporating word2vec features
does not yield reasonable improvements in suggestion identification.

4.2.4 Error analysis
To get an insight on the nature of the errors, we collected false rejects of
the winner model and paraphrased it using chatGPT with a simple prompt as
make this sentence imperative. The model accepted 13 out of 15 instances as
positive cases. The rejected instances are instances 5 and 8 in the table. The
rejection is because “open-source” and “refactor” are rarely used as verbs.
By changing these two verbs to “Make open-source” and “Do refactor”, the
model accepts both of them. This experiment encourages paraphrasing as a
preprocessing step. However, the paraphrasing task has its complexities [31].
We plan to expand this idea in further research.

4.2.5 Comparision with similar works
Table 9 compares the proposed approaches with some presented papers at the
SemEval2019 conference in the metric of F1 score.

Table 9 indicates that the proposed approach has a competitive per-
formance to the other approaches. Since our approach applies keyword
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Table 8 False negative instances for the BERT NN model and their parphrases
Original Sentence Paraphrased Sentence

Having an API allowing getting the color of
the pixels under a pointer (eventually throt-
tled/async and only when having pointer
capture on) would increase the expressive-
ness of the creation tools in UWP applica-
tions.

Implement an API that allows retrieval of
pixel colors under a pointer

Unfortunately we can’t create UWP apps
because there is no support for the custom
WCF binding - which is needed - to talk to
these instruments.

Provide support for custom WCF binding
to facilitate the creation of UWP apps for
communication with instruments.

Just like an user have right for review so
should developers be able to RESPOND
TO EACH AND EVERY REVIEWS sub-
mitted to the Store.

Enable developers to respond to every
review submitted to the Store

Read email access Locally is very impor-
tant to create professional and amazing
apps for UWP apps, please allow us to
achieve this!

Allow local access to email for the develop-
ment of professional and compelling UWP
apps.

The solution is open-sourcing WinDbg and
related tools (dbghlp WinDbg extensions
etc. ) which will allow the community to fix
and improve what the rather small team at
Microsoft doesn’t manage to.

Open-source WinDbg and related tools
to allow the community to contribute
improvements beyond the capacity of the
small Microsoft team.

It is frustrated for a devoloper then an app
is’nt Show in any category and the app can
only find per direct search by Name.

Ensure that apps are categorized properly to
avoid frustration for developers and users.

If the Phone doesn’t have an accurate loca-
tion simply return what it does have.

Return available location information if the
phone lacks accurate location data.

Task-based operations would make the
code much more clean and readable.

Refactor code to utilize task-based opera-
tions for improved cleanliness and readabil-
ity.

Maybe you should think about some way
to reward those users who take their time to
actually try an app and review it.

Consider implementing a reward system for
users who test and review apps.

SharpDX proves that those key technolo-
gies can be made available to CSharp: I
would suggest to either support the project
or to provide your own interface.

Support SharpDX or provide a native inter-
face to enable access to key technologies in
C#.

Read/write accsess to email sync settings
could enable applications to create custom
sync profiles (based on week-days time
position etc).

Grant read/write access to email sync set-
tings for creating custom sync profiles
based on various parameters.

(Continued)
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Table 8 Continued
Original Sentence Paraphrased Sentence

We need support special multitasking tasks
like VOIP and IM!

Provide support for special multitasking
tasks such as VOIP and IM.

why shouldn’t I as user be able to see
reviews made by people from other coun-
tries?

Enable users to view reviews from other
countries for a broader perspective on app
quality.

Thus this idea is actually for the developers
to make scrolling faster after each subse-
quent scroll like every 5 scrolls the scrolling
speed will increase..

Develop a feature to increase scrolling
speed after every five scrolls

And a smart dialer can then be a full alter-
native to the built-in phone app since the
app also can have a quick-button for goto
the regular phone app whenever the user
wants to do that.

Create a smart dialer app that serves as a
full alternative to the built-in phone app

Table 9 All methods
#Ref Method F1 Score(Average) F1 Score(Class 1)

[18] BERT+Transfer learning 0.85 -
[4] BiLSTM+Word2Vec 0.56 -
[26] CNN + BERT - 0.68
[23] Ensemble(LR+CNN+GRU

FFA)+BERT
- 0.78

Our best model BERT(large) 0.87 0.76

extraction and also uses Word2Vec embeddings, it can exploit the semantic
concept of the text. It is worth noting that keyword-based retrieval is one of
the most effective IR approaches.

4.3 Practical Implications

Using the proposed approach, enhanced search and recommendation systems
can be realized. By efficiently identifying relevant suggestions within online
reviews, blogs, and social media, users can locate desired information and
recommendations with greater ease. However, a key limitation arises from
its inherent dependency on supervised learning approaches. These methods
require large volumes of accurately labeled data for training.

As a potential solution, crowdsourcing has facilitated data acquisition and
annotation in related NLP tasks like sentiment analysis and named entity
recognition. However, the subjective nature of suggestions presents a unique
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challenge. Consider a user complaining about the battery drain caused by
phone widgets. One annotator might interpret this as purely negative senti-
ment, while another might infer a suggestion to limit the type or number of
active widgets.

This inter-annotator variability, stemming from the subjective interpre-
tation of suggestions, significantly impacts the quality of labeled data and
subsequently, the performance of trained models. Accurately capturing sug-
gestions requires an understanding of implicit meaning, context, and potential
actions.

Exploring semi-supervised or weakly-supervised learning is another
solution. Utilizing unlabeled data alongside a smaller set of labeled data
can potentially address the data scarcity issue and incorporate valuable
information from real-world scenarios.

5 Conclusion

Users generally express their opinions about items through online reviews,
blogs, or social media platforms. Along with positive and negative senti-
ments, the opinions may also contain suggestions for improving the product
or advice to active and prospective users. However, with the growing number
of documents on the web and the large collection of texts, finding the required
document among the mass of data and information retrieval has become very
complicated. Therefore, improving this area is important. Suggestion mining
is an emerging field in the IR domain.

In this paper, IR approaches are used for suggestion mining. At first, sev-
eral approaches are used to induce meaningful feature vectors for the opinion
texts, and then supervised learning methods and deep neural networks are
employed to identify suggestions in the text. The evaluations are performed
on the known datasets and the results show that the proposed approaches
are capable of automatically extracting suggestions with acceptable accuracy.
Therefore, the proposed method can be used in recommendation systems and
decision support systems.

Finding the exact piece of text conveying the suggestion and identifying
frequent suggestions, as well as more specialized tasks such as defect report
recognition, are a few directions for further application-oriented research. On
the other hand, recent developments in the language understanding domain
such as transformer networks draw the second line of research that mainly
focuses on the methods and procedures in the hope that the anticipated tasks
are conducted more efficiently and accurately.
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