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Abstract

This paper proposes a text classification model based on a combination of a
convolutional neural network (CNN) and a support vector machine (SVM)
using Amazon review polarity, TREC, and Kaggle as experimental data.
By adding an attention mechanism to simplify the parameters and using
the classifier based on SVM to replace the Softmax layer, the extraction
effect of feature words is improved and the problem of weak generalization
ability of the CNN model is solved. Simulation experiments show that the
proposed algorithm performs better in precision rate, recall rate, F1 value, and
training time compared with CNN, RNN, BERT and term frequency-inverse
document frequency (TF-IDF).
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1 Introduction

Being a key technology in natural language processing, text classification
helps to solve the problem of accurate location for what the users need in
information chaos [1–3]. Text classification is the process of categorizing a
large amount of text into one or more categories based on the topic, content,
or attributes of a document. The methods of text classification are mainly
divided into two categories: rule-based methods and statistic-based methods.
The former category often requires the support of knowledge and a rule
base whose limitations of rule formulation and updating often confine it in
certain specific fields due to its narrow application. In contrast, statistic-
based methods generally rely on certain data or principles of statistics on
the training set by establishing corresponding data models for learning about
parameters through sample statistics and calculations to fulfill classifier train-
ing. Then, based on parameters learned from the training phase, categories of
the samples could be predicted in the testing phase.

As the rule-based methods fall short of the need for a diversity of
classification samples, a large number of statistic-based methods carry more
weight. Schneider [4] applied naive Bayes to text classification in 1961, and
pioneered machine learning algorithms in this regard. Later, models based on
k-nearest neighbor (KNN) [5], maximum entropy (ME) [6], and CART [7] in
the decision tree came in succession [8]. With the continuous development in
research, Cortes et al. [9] proposed the support vector machine (SVM) algo-
rithm and Joachims applied a version of the improved SVM model [10] to text
classification, triggering a research boom since then for the great advantage
of SVM in processing high-dimensional data sets. When the data vectors of
different categories cannot be divided in the low dimensional space, SVM
will map them to the high dimensional space through the kernel function
and it searches for the optimal hyperplane for classification to improve the
accuracy of text classification. Between the late 1990s and the early 21st
century, the emergence of boosting algorithms further improved the precision
and efficiency of text classification [11]. Joachims once conclusively made a
comparative study between different machine learning algorithms including
SVM, decision tree, KNN, integrated learning models, etc. and pointed out
key problems in text classification investigation like nonlinearity, dataset
skew, and annotation bottleneck among others. These models mentioned
above are shallow analysis models. In practice, it has been proven that
these models can only solve problems in simple situations or under multiple
constraints. However, when faced with complex problems, the generalization
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ability of shallow analysis models and classifier ensemble methods will be
limited and thus unable to meet specific requirements.

Compared with the shallow models, deep models are featured with abili-
ties in self-learning and judgment. In the 21st century, especially after 2006,
due to improved computing power, deep layer analysis models began to play
a prominent role in the research of text classification [12]. A recurrent neural
network (RNN) [13], a suitable model for sequencing text information data,
is widely used. Arevian et al. [14] studied the application of the RNN model
for real benchmark corpora. An RNN is capable of natural understanding of
sequential text data. It has long-range memory ability to process better data
of different lengths and shows strong integration coupled with high accuracy.
Due to the gradient explosion in RNN, Hochreiter et al. [15] proposed a long
short-term memory (LSTM) network, which adopted a gated storage structure
with long-term and short-term memory mechanisms to solve the problem of
long-range dependence in the RNN model. Yu et al. [16] combined Tok-
enizer word segmentation technology with the LSTM network to deal with
multi-classification for Chinese texts. By comparing with traditional machine
learning algorithms, Liang demonstrated that his model based on LSTM had
a better classification effect. LSTM can effectively extract contextual feature
information and has a good effect on long text processing. However, for short
texts, especially those lacking contextual information, LSTM cannot capture
local feature information. The BERT (bidirectional encoder representations
from transformers) pre-training model based on bidirectional transformers
has made breakthrough contributions to a large number of non-generative
natural language processing tasks due to its excellent sentence-level fea-
ture extraction capability based on word vectors [17]. The BERT model
effectively overcomes the disadvantage of the RNN and LSTM models’
inability to perform parallel computation, and due to the characteristics of
its internal transformer self-attention module, it exhibits better “memory”
ability in long-distance dependency problems [18]. However, since the BERT
model is relatively complex and has a large parameter scale, it limits the
number of tokens contained in the input sentence. To train long text that
exceeds the input limit, only a portion of the content can be truncated as
input.

The convolutional neural network (CNN), another neural network, was
also widely used in text classification for its simple structure and ability to
select features from different dimensions. In 2014, Kalchbrenner et al. [19]
proposed DCNN, which adopts the dynamic k-max pool method to extract
the relationships between words with different distances in a sentence. In the
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same year, Chen [20] proposed a TextCNN model which applied the CNN
model to different data sets for topic classification and semantic analysis and
got good results. Tao et al. [21] combined word2vec with CNN for short
text classification, which greatly improved the precision rate compared with
traditional machine learning algorithms. However, it is difficult for CNN to
adjust specific features based on the training results when tuning the model
and the generalization ability of the software layer is poor.

By combining the shallow and deep layer analysis models, this paper pro-
poses an improved CNN model for English text classification. This model, a
fusion of a CNN and a support vector machine (SVM) classifier, is added with
an attention mechanism. With this algorithm, feature extraction of the data set
is carried out through CNN while classification technology based on SVM is
used to replace its normalized exponential function with insufficient gener-
alization ability, which is supposed to improve efficiency and precision to a
certain extent. By comparing with the CNN-SVM, TF-IDF (term frequency-
inverse document frequency), RNN, and BERT algorithms, experiments have
shown the feasibility and better performance of the proposed algorithm in
certain aspects.

The rest of the paper is organized as follows. Section 2 is about text
enhancement and preprocessing methods. Section 3 presents the text clas-
sification strategy based on the improved convolutional neural network.
Section 4 presents the simulation experiment results for different perfor-
mances. Finally, Section 5 concludes the paper and presents directions for
future work.

2 Text Preprocessing Method

In order to increase the accuracy of text classification, the text is enhanced
and preprocessed before classification.

2.1 Text Enhancement

This paper uses easy data augmentation (EDA) and back translation for text
enhancement. After text enhancement, the number of samples in the dataset
can be significantly increased, which is helpful for model parameters through
training and alleviates the overfitting of few-shot learning models.

EDA includes the following four methods:

Synonym replacement: x words are randomly sampled from the input
sample sequence and then to be replaced by their synonyms randomly
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selected from the corresponding synonym set. For example, “This book is
so interesting that I read it all day.” becomes “This book is so entertaining
that I read it all day.” after replacement.

Random insertion: Randomly sample a word from the input sample
sequence, and select a position in the original input sample sequence to place
its synonym.

Random exchange: Exchange two words randomly selected in the input
sample sequence.

Random deletion: Based on experience and sample sequence length, set the
proportion of words that can be deleted in the sample sequence. Randomly
delete words from the input sample sequence at the set certain proportion. For
example, “This book is so interesting that I read it all day.” becomes “book is
so interesting I read it all day.” after random deletion.

These processes completed, the text is further enhanced by a back transla-
tion which translates sample data into an intermediate language and then from
the intermediate language back to the original language. This is a common
technique for text enhancement. After back translation, new sample data
with the same meaning as the original ones in different expressions will be
obtained. Compared with the original data, it is likely that the new sample
data changed in sentence structure will have some words obtained such as the
synonyms of the original words or the deleted ones from back translation.

2.2 Text Preprocessing

Text preprocessing comes after text enhancement. In this experiment, Stan-
ford’s Global Vectors for Word Representation (GloVe) whose total size is
1.75 GB from the training of the super large dataset Common Crawl is used.
The dimension of the pre-training word embedding is 300. After the word list
is obtained, the text in the dataset is preprocessed as follows [22]:

1. Deactivated words such as “a” and “to” are deleted when training
the GloVe word embedding, so these words are removed from the
experimental training set data in this paper.

2. Some special symbols, including “$?!., #% () *+-/:;<=>”, etc. are
removed.

3. For numbers, all those greater than 9 in the pre-training word embed-
dings are replaced by “#”. For example, “123” becomes “# # #” and
“15.80” becomes “# #. # #”.
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Finally, the cleaned dictionary (glossary) is used as the experimental
input, which is a matrix of word embeddings composed of those selected
from the dictionary.

3 Text Classification Strategy

In text classification, it is necessary to vectorize the originally high-
dimensional and sparse words and map them to the low-dimensional and
dense word vector space before model training. The CNN model uses the
Softmax layer as the output layer. The essence of this layer is a full connection
layer. Its function is to calculate the probabilities of different categories by a
linear combination of feature words to realize a final classification. Since the
Softmax layer does not work so well with those nonlinear and sparse data, this
paper proposes a CNN-SVM model based on the combination of the CNN
model and SVM classifier, which relies on the CNN model to select feature
words and simplifies feature extraction while the SVM classifier is based on
supervised learning to realize text classification. The network structure of this
model is shown in Figure 1.

3.1 Convolutional Neural Network

(1) Text input
In this paper, the CNN network uses the continuous bag-of-words (CBOW)
model based on the word2vec tool for word vectorization [23]. The word
vector trained by the CBOW model constitutes the CNN-2 channel, which is
used as the input layer of the CNN-SVM model. Using the CNN-2channel
as the input layer of the model can not only ensure the meaning of the words
themselves but also change according to different types of training sets to
speed up the convergence of the model. In this study, it is assumed that 2m
background words correspond to a central word. These background word

Input
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lution

 Layer

Global average
Pooling

 Layer

Attention 
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Atten-
tion 
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Connec-
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Figure 1 Network structure of the CNN-SVM model.
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vectors are usually averaged to calculate the joint probability. Bi and Ci

respectively represents the background word vector and center word vector
corresponding to the words with index i in the corpus. Assuming that the
center word wc in the corpus and its background words as w1, . . . , w2m

respectively. The conditional probability of generating the headword based
on the given 2m background words is:

P (wc|w1, . . . , w2m) =
exp

(
1
2mCT

c (B1 + · · ·+B2m)
)∑

i∈V exp
(

1
2mCT

c (B1 + · · ·+B2m)
) (1)

when w1, . . . , w2m are denoted as Wo, 1
2mCT

c (B1 + · · · + B2m) is denoted
as B̄o, and Equation (1) can be simplified as

P (wc|Wo) =
exp(CT

c B̄o)∑
i∈V exp(CT

c B̄o)
. (2)

Suppose that in a text sequence with length n, the background window
size is m and the words of an index t are w(t). Through the maximum
likelihood estimation of the CBOW, the probability of generating the center
word w(t) through 2m background words is calculated as follows:

n∏
t=1

P (w(t)|w(t−m), . . . , w(t−1), w(t+1), . . . , w(t+m)). (3)

During CBOW model training, the calculation of maximum likelihood
estimation is equivalent to solving the minimum loss function:

−
n∑

t=1

logP (w(t)|w(t−m), . . . , w(t−1), w(t+1), . . . , w(t+m)). (4)

Equation (4) can be obtained by logarithmic operation:

logP (wc|Wo) = CT
c B̄o − log

(∑
i∈V

exp(CT
c B̄o)

)
. (5)

The gradient of any background word Ci(i = 1, . . . , 2m) related to
conditional probability can be calculated by using a differential equation for
Equation (5):

∂ logP (wc|Wo)

∂Ci
=

1

2m

BC −
∑
j∈V

P (wj |Wo)Bj

. (6)
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(2) Feature extraction
Feature extraction of text is achieved through convolutional and pooling
layers. The convolution layer can limit the mapping relationship between
the hidden units in the hidden layer and the input units in the input layer.
Figure 2 shows how local perception is connected. The output neuron is
only connected with the input neuron in the local area and is adopted in the
local area in a fully connected manner; input neurons beyond the local range
will have no connection. Local connections reduce losses compared to full
connections, while also reducing the size of the parameter.

When the CNN model is applied to text classification, it is required that
the dimension of the input layer word vector should be consistent with the
width of the convolution kernel. Figure 3 illustrates a convolution operation
on a two-dimensional matrix.

Figure 2 Local connection.

Figure 3 Convolution operation process.
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The 2 × 2 matrix, composed of a, b, c and d, represents the local
perception, and the 2 × 2 convolution kernel is composed of 1, 2, 3, and 4.
By convoluting with the convolution kernel, the final result is a+2b+3e+4f .
The input layer word vector is a 3 × 4 matrix, the convolution kernel is a
2 × 2 matrix, and the convolution step size is 1. According to the formula,
the dimension of the feature graph obtained by the convolution operation is
2× 3. When the input matrix is m× n dimension and the convolution kernel
is a w × w matrix, the step size is d, then the dimension of the feature graph
obtained by the convolution operation is m−w+d

d × n−w+d
d . In a simple neural

network model, there is only one convolution kernel in one convolution layer.
When the convolution network is applied to classification in this paper, due
to the large vocabulary involved and the relevance of context Information
in the text, multiple convolution kernels with different dimensions are often
used for convolution operation to increase the precision of feature extraction.
The convolution calculation formula is [24]

yhout = fa

(
F∑

r=1

(yh−1
r ∗ wh

r ) + bh

)
. (7)

In Equation (7), the total number of convolution kernels is F , r = 1
represents that the operation starts from the first convolution kernel, yhout
represents the output result of a layer h in the convolution layer, wh

r represents
the weight value between layer h and layer h− 1, and bh represents the bias
term in the layer h. fa is a nonlinear activation function in the convolutional
neural network. Its function is to increase the convergence speed and solve
the problems of gradient explosion and gradient disappearance to a certain
extent. In this experimental environment, the activation function will adopt
the Relu function. The purpose of using the activation function is to avoid the
gradient disappearance of the model with the increasing number of layers.

Although the use of local connections can effectively reduce the scale of
parameters, the number of parameters in the model is still very large, resulting
in an unsatisfactory effect of model training. With weight sharing (as shown
in Figure 4), only one convolution kernel is needed to fulfill the convolution
operation of all word vectors and thus reduce the number of parameters to the
greatest extent to accelerate the speed of model training.

With local perception and weight sharing in the CNN model, a reasonable
adjustment for the number of convolution layers and the size of the convo-
lution kernel, which are mainly designed for different application scenarios,
can be made in order to realize an optimal classification effect. Meanwhile,
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Figure 4 Weight sharing.

with the increase of convolution layers, its learning ability increases as well
and so does the number of the feature words extracted.

The main work of the pooling layer is to reduce the dimensions of
the convoluted data for better extraction of features. The output of this
layer is adjusted by using the pooling function and the text feature vectors
with lower dimension are extracted from the ones with higher dimension to
replace the output of the network in this position. Common pooling methods
include maximum pooling and average pooling which means extracting the
average and maximum values of local feature vectors. The pooling layer can
effectively reduce the size of the feature mapping, reduce the dimensions,
increase the training speed of the model and prevent overfitting. Global
pooling uses a sliding window of the same size as the feature graph, which
ultimately pools the feature graph into one-dimensional data. As global
pooling can greatly reduce the number of bits of parameters, it is thus adopted
in the CNN-SVM model, as shown in Figure 5.

In Figure 5, a 2 × 2 sliding window with a step length of 2 is adopted
to carry out maximum pooling and average pooling respectively. The 2 × 2
sliding window becomes one element after pooling, and the original 4 × 4
feature graph becomes a 2 × 2 feature graph after pooling, which greatly
reduces the size of the feature graph.

(3) Attention mechanism
In the CNN-SVM model, the convolution layer and pooling layer fulfill
the preliminary extraction and dimensionality reduction of feature words by
training the word vector of the input layer. The addition of the attention
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Maximum 
pooling

Average 
pooling

Figure 5 Maximum pooling and average pooling.

Figure 6 Structure of attention mechanism.

layer after the pooling layer is supposed to have those words with prominent
distinct features captured more efficiently. While at the same time, it can
reduce the number of those indistinct ones to simplify the parameters of the
model. The specific structure of the attention mechanism is shown in Figure 6.

In Figure 6, after each input data xi is encoded, it will become a one-
to-one corresponding encoder hidden state hi, and the attention module can
automatically learn the weight αij . αij is used to reflect the correlation
between the encoder’s hidden state hi and the decoder’s hidden state sj .
The value of the intermediate semantic cj is obtained by the weighted sum of
the hidden states of all encoders by the attention weight. Assuming that the



326 J. Peng and S. Huo

number of input sequences is n, the formula for calculating cj is:

cj =
n∑

i=1

aijhi. (8)

The attention mechanism adjusts the weight value of αij through con-
tinuous training of input data to improve the weight of feature words with
a strong ability to distinguish categories for the purpose of improving an
overall classification effect. In addition, by reducing the weight of unimpor-
tant feature words, the influence of unimportant information in the text can
also be reduced. In text classification, more weights are assigned to feature
words or sentences that have an impact on the distinction of text categories.
Meanwhile, to those ones with not so many distinct features, less weight
would be given.

3.2 SVM Classifier

To improve the performance of the CNN, the full connection layer selects
the Relu function as the activation function. The most important function
of the full-connection layer in the model is to play the role of “classifier”.
The traditional CNN model combines the full-connection layer and Softmax
layer to complete the classification. When the CNN model is used for text
classification, the input data are nonlinear and sparse word vectors, so SVM
has a better classification effect than the Softmax layer for this kind of
data. Therefore, in the CNN-SVM model, the SVM classifier is used to
replace the Softmax layer to achieve the final text classification. The full
connection layer framework of the CNN-SVM model is shown in Figure 7.
Figure 7 is a schematic diagram of the fully connected layer structure of
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W22

W33

( )x

( )x

( )x

W32W31

W23
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Figure 7 Schematic diagram of the full connection layer structure.
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Figure 8 Schematic diagram of support vector machine.

the CNN-SVM model, in which each neuron is connected with the upper
layer. The fully connected layer continuously updates the weight coefficient
W through forward calculation and backpropagation to make the model reach
the preset threshold. Using the Relu activation function in the full connection
layer can improve the expression ability of a neural network to the model and
solve the problem of linear indivisibility.

The SVM classifier has obvious advantages in solving the problems of
small samples, nonlinearity, and high dimensions. The SVM classifier is
featured with its ability to transform the low dimensional nonlinear feature
space into high dimensional and linear feature space by using the kernel
function [25].

As shown in Figure 8, the solid line wTx+ b = 0 in the figure is located
between the two classification samples to separate two types of samples
(represented by black and white dots). When there is noise in the training set,
the hyperplane on this line is least influenced and the classification results
will have the best robustness and the strongest generalization ability for
non-appearing samples.

In Figure 8, the hyperplane for classification is described by wTx+b = 0.
Where w is the normal vector, which represents the direction of the hyper-
plane; b is the displacement, representing the distance between the hyperplane
and the coordinate origin; wT is the transpose of the normal vector. According
to the hyperplane formula, the distance from any point xi in the sample space



328 J. Peng and S. Huo

to the hyperplane can be expressed as:

di =
|wTx+ b|

∥w∥
. (9)

Let a given sample set be D, where any point (xi, yi) is an element in the
sample set D, that is, yi ∈ {+1,−1}, +1 and −1 represents two different
categories respectively. If yi = 1, i.e. wTx + b > 0, this means that (xi, yi)
belongs to the category represented by solid dots in Figure 4. If yi = −1, i.e.
wTx+ b < 0, this means that (xi, yi) belongs to the category represented by
white dots in Figure 8. Combining the two formulas, we get:{

wTx+ b ≥ 1, yi = 1

wTx+ b ≤ −1, yi = −1
. (10)

In Figure 8, two dotted lines are used to represent the hyperplanes of
the two boundaries in Equation (9). The sample set closest to the hyperplane
wTx + b = 0 satisfies Equation (10), that is, the support vectors will be on
the dotted lines in Figure 8. If the distance between the hyperplane and the
two different types of support vectors is set as d1 and d2 respectively, it is
required that d1 = d2, that is, the two dotted lines should be equally distant
from the solid line to ensure the strongest robustness. The specific calculation
formula is:

d1 = d2 =
w(x1 − x2)

2∥w∥
=

1

∥w∥
. (11)

Let d = d1 + d2, then d = 2
∥w∥ . When d reaches the maximum value, the

hyperplane is the partition hyperplane with a “maximum interval”.
For the text classification model, the application scenario is for multi-

category classification, which needs to solve the problem of linear indivisi-
bility. Then, two variables, the relaxation variable, and the penalty factor C
would be introduced to increase the fault tolerance of the classification model.
Therefore, the optimization condition formula is [26]:

min
w,b,ζi

∥w∥2

2
+ C

n∑
i=1

ζi

s.t. yi(w
Tx+ b) ≥ 1, i = 1, 2, . . . , n

ζi ≥ 0, i = 1, 2, . . . , n

(12)

where w is the normal vector, which represents the direction of the hyper-
plane; b is the displacement, representing the distance between the hyperplane
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and the coordinate origin; yi represents the corresponding category label; s.t.
represents the constraint condition; and ∥w∥2 represents the square of the
normal vector module.

Using the Lagrange multiplier method to construct the Lagrange function
for Equation (11), we can get:

L(w, b, α, ζ, µ) =
∥w∥2

2
+ C

n∑
i=1

ζi

−
n∑

i=1

αi(yi(w
Tx+ b) + ζ − 1)−

n∑
i=1

µiζi (13)

Where αi and ζi are Lagrange operators. Let the partial derivative of
L(w, b, α, ζ, µ) to w, b, and ζi be 0:

w =
n∑

i=1

αiyixi

0 =
n∑

i=1

αiyi

C = αi + µi

. (14)

Substituting Equation (14) into Equation (13), the dual formula of
Equation (12) can be obtained as follows:

max
α

n∑
i=1

αi −
1

2

n∑
i=1

n∑
j=1

αiαjyiyjx
T
i xj

s.t.
n∑

i=1

αiyi = 0, i = 1, 2, . . . , n.

. (15)

By solving Equation (15), the optimal solution of the classification
function can be obtained as follows:

f(x) =
m∑

i,j=1

αiyiK(xi, xj) + b (16)

where K(xi, xj) is called the kernel function. In this paper, the kernel func-
tion adopts the inner product kernel function, namely xTi xj . The classification
model based on a support vector machine uses different kernel functions to
achieve better classification performance for nonlinear data.
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4 Simulation and Analysis

4.1 Parameter Setting

(1) Word vector dimension
In the preprocessing stage, the text data set needs word vectorization. When
the dimension of the word vector is too high, the operation time and running
time of the system will increase. On the contrary, if it is too low, it can’t well
reflect the approximate relationship and category differences between words,
which affects the effect of text classification. For the Amazon Review Polarity
Datasets used in this paper, when the word vector degree is increased from
64 to 128 dimensions, the precision is only slightly improved, as shown in
Figure 9. So a 64-dimension of word vector is selected in this experiment.

(2) Text sequence length
The maximum sequence length that can be input into the model will also have
a certain impact on its classification effect. If the maximal length of the text
sequence is set too low, the model may not capture enough data features and
thus reduce its precision; but if it is set too high, overfitting of the system,
too long model training time or reduced and unstable precision will occur.
Therefore, an optimal length of the text sequence should be adjusted to cater
to the proposed CNN-SVM model. When text data is put into the CNN model
for training, it is necessary to compare its length with the preset threshold. If it
is greater than the preset threshold, it should be divided into subtexts. When it
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Figure 9 The determination of the word vector dimension.
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Figure 10 The determination of the maximum text sequence length.

is less, it needs to be filled with space characters, as shown in Figure 10.
In this experiment, the threshold of maximal text sequence of 600 is set.

(3) Other parameters in the model
In the process of constructing the CNN-SVM model, in addition to determin-
ing the dimension of the word vector and the maximum length of the text
sequence input, many parameters need to be set in advance. In this experi-
ment, the length of the convolution kernel is 5, the number of convolution
kernels is 256, and the width of the convolution kernel is consistent with the
dimension of the word vector, which is 64. The experiment uses the data set
of Amazon Review Polarity Datasets from the Stanford Network Analysis
Project, including the training set and test set. The specific distribution is
shown in Table 1. The number of neurons in the whole connecting layer was
128. When using the training set for testing, the classification precision is
very high, but when running a new data set, the classification effect is quite
different.

4.2 Experimental Results and Analysis

To evaluate the performance of the proposed algorithm, the CNN model [27],
the TF-IDF model [28], and the proposed CNN-SVM model in this exper-
iment are compared for handling the same data set. The experimental
operation platform is the Windows 10 Professional operating system, with
16 GB memory and 2.8 GHz CPU. The main software environment is based
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Table 1 Data set distribution
Class Alias Training Set Test Set Proportion
Happy 680 680 8.5%
Excitement 1340 1340 16.75%
Satisfaction 1020 1020 12.75%
Calmness 830 830 10.375%
Anxiety 1250 1250 15.625%
Regret 980 980 12.25%
Disgust 740 740 9.25%
Anger 1160 1160 14.5%
Total 8000 8000 100%

The number of text in data set

Pr
ec

is
io

n 
ra

te
 (%

)

CNN-SVM CNN TF-IDF

Figure 11 Comparison of precision rate.

on Python 3.6.7 and Pycharm 2018.12.5. The precision rate, recall rate, and
F1 value were analyzed as follows.

(1) Precision rate
As can be seen from Figure 11, the classification precision of the CNN-SVM
algorithm is higher than that of the CNN and the TF-IDF algorithm. With
the increase in the amount of text in the training set, the precision of each
classification model is also increasing. When the number of texts in the
test sets reaches its maximum, the precision rates of the CNN-SVM model,
CNN model, and TF-IDF model are 98.2%, 96.2%, and 85.4% respectively.
Although the precision of the TF-IDF algorithm combined with a naive
Bayesian classifier is improved, its precision is limited because the TF-IDF
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Figure 12 Comparison of recall rate.

algorithm can’t give weight respectively according to the word location
information but calculates the IDF value only by word frequency. The classifi-
cation precision of the CNN model is not as good as that of the CNN-SVM yet
better than the TF-IDF algorithm. The reason is that the classification model
based on the CNN can extract the features of text more thoroughly, thus a
better feature word vector can be obtained to improve the final effect of the
classification model. Among the three algorithms, the proposed CNN-SVM
model works best. That is because it adds an attention mechanism and
simplifies the parameters based on the CNN model. Meanwhile, this model
uses the classifier based on a support vector machine to replace the Softmax
layer in the traditional model to improve precision.

(2) Recall rate
As can be seen from Figure 12, the recall rate of CNN-SVM is higher than
that of the other two algorithms. The recall rate increase linearly as the
number of texts in the data set increases. When the number of texts reaches
its maximum, the recall rates of the CNN-SVM algorithm, CNN algorithm,
and TF-IDF algorithm are 97.5%, 96.1%, and 79.6% respectively.

(3) F 1 value
As shown in Figure 13, the F1 value of the CNN-SVM model is higher than
that of CNN and TF-IDF, which proves that the classification effect of the
algorithm mentioned in this paper is the best.



334 J. Peng and S. Huo

0.65

0.7

0.75

0.8

0.85

0.9

0.95

500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000 6500 7000 7500 8000

5 5

Figure 13 Comparison of the F1 value.

0

5

10

15

20

25

30

35

40

45

500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000 6500 7000 7500 8000

5
2

Figure 14 Comparison of model training time.

From the three indicators of precision, recall, and F1 value, the result
of CNN-SVM is better than that of the CNN model and TF-IDF model. This
shows that the effect of text classification based on the SVM classifier instead
of the Softmax normalized exponential function is better.

(4) Training time
Figure 14 shows the comparison of training time between the CNN-SVM
model and the CNN model. The CNN-SVM model algorithm uses an SVM
classifier to replace the Softmax normalized exponential function in the
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original model, so it can reduce the training time and improve the training
efficiency. When the training set is small, the training time of the CNN-SVM
model is not much improved compared with the CNN model, but with
the increase in the amount of data, the improvement in the efficiency of
CNN-SVM becomes more obvious.

(5) Comparative testing
To test the performance of the proposed algorithm, the error rates and training
times of the proposed algorithm, CNN, TF-IDF, RNN, and BERT are com-
pared based on Amazon review polarity, Text Retrieval Conference (TREC)
and Kaggle datasets. Among them, TREC is from the Defense Advanced
Research Projects Agency and the National Institute of Standards and Tech-
nology. Kaggle datasets is from Google. In the comparative experiments,
samples are divided into short and long texts with a maximum of 255 tokens
in short text and 8000 samples are trained. The comparative results are shown
in Tables 2 and 3. From the tables, it can be seen that TF-IDF has the highest
error rate in short text tasks, while other algorithms have similar error rates.
In long text tasks, the proposed algorithm has a little bit higher error rate than
RNN and BERT but shorter training time. The reason is that although CNN-
SVM better extracts feature values, it does not fully consider the correlation
of text context.

Table 2 Comparison of error rates

Model

Datasets Amazon Review Polarity TREC Kaggle
Short Long Short Long Short Long
Text Text Text Text Text Text

CNN-SVM 5.29% 5.86% 5.25% 5.88% 5.24% 5.85%
CNN 5.58% 6.1% 5.61% 6.15% 5.63% 6.18%
TF-IDF 8.46% 9.0% 8.52% 9.23% 8.50% 9.11%
RNN 5.27% 5.48% 5.24% 5.52% 5.23% 5.51%
BERT 5.08% 5.23% 5.02% 5.19% 5.07% 5. 25%

Table 3 Comparison of training time

Model
Datasets

Amazon Review Polarity TREC Kaggle

CNN-SVM 28 min 31 min 29 min
CNN 45 min 49 min 47 min
TF-IDF – – –
RNN 63 min 65 min 68 min
BERT 58 min 61 min 63 min
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5 Conclusion

By combining the CNN model with the SVM classifier, this paper tries to
make some fusion of the advantages of both with some inner modification:
(1) the SVM is used to replace the normalization function in the CNN to
realize text classification and to solve the problem of the insufficient gener-
alization ability of the original model; (2) Compared with the CNN model,
the CNN-SVM model is added with an attention mechanism. The function of
this mechanism is to refine the feature words and select the feature words
with stronger category representation to improve the precision of model
classification. Through comparative experiments, the proposed algorithm has
achieved better results in classification effect and training time. Despite the
fine results, there are still many aspects to be optimized. For example, feature
word vectors can be extracted through the CNN model and combined with
more classifiers (like the logistic regressive, the K-nearest neighbor, etc.),
then different combinations of models can be chosen according to application
scenarios.
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