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Abstract

The command and control system operates in a harsh and dynamic envi-
ronment with limited resources and have a very high risk of failure or
malfunction. In the case of military information systems, including the com-
mand and control system, the efficiency and effectiveness of system resource
management are very important and required. Therefore, the application of
a QoS-like approach is necessary to improve the operational effectiveness
of all command and control system resources. However, supporting QoS
at the entire command and control system level incurs additional costs
and burdens for implementation and operation. This paper describes the
necessity and possibility of collaboration with QoS and IAM (identity and
access management) among the collaboration between core functions within
the command and control system. This paper proposes an extended QoS
approach to improve the operational effectiveness of the entire command and
control system resources. As a result of this research, expanded concepts,
structures, standards, and methods of collaboration between QoS and IAM
are developed and presented, and their feasibility is demonstrated through
prototype development and experiments.
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1 Introduction

A system that has limited resources, such as a command and control sys-
tem, and is operated in a harsh and dynamic environment, has a very
high risk of failure, malfunction, and load explosion, while rapid recovery,
repair, and expansion are greatly limited. Thus, a situation in which a lot
of users or applications compete for insufficient resources of the system
may frequently occur, and thus, some resource requests may be delayed or
rejected.

“The quality of the command and control system is measured by the
recognition of environmental changes, the swiftness of recognition, and the
appropriateness and timeliness of responses [1].” In other words, delay or
refusal of resource requests for mission execution causes deterioration in the
quality of command and control. When requests for resources, especially for
mission-critical tasks, are delayed or denied by requests for resources that are
less critical, the results can sometimes be catastrophic.

When resources are scarce, an approach that uses available resources
more effectively is critical. To this end, insufficient resources must first
be allocated to requests from users or applications for critical missions. In
the communication network, QoS (quality of service) [2] is applied, which
differentially allocates insufficient bandwidth according to the priority of
traffic when traffic congestion occurs.

In the case of military information systems, including the command and
control system, the efficiency and effectiveness of system resource manage-
ment are essential because acquiring and maintaining sufficient resources
are greatly limited due to SWaP (size, weight, and power) issues and poor
operating environments. Therefore, the application of QoS, which has been
proven over a long period in the network domain, is necessary to improve the
operational effectiveness of the entire command and control system. In order
to support QoS at the entire command and control system level, monitoring
and control capabilities for all resource requests are required. However,
this creates considerable additional costs and loads for implementation and
operation.

This paper describes the necessity and possibility of the collaboration
between QoS and IAM (identity and access management) among several
possible collaborations between core functions within the command and
control system [3]. IAM is a core function of system security and consists
of identity management, authorization, authentication, and access control
functions. The primary purpose of IAM is to guarantee access by authorized
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users and restrict access by unauthorized users [4]. To this end, IAM monitors
and controls all traffic between users and the system.

This paper proposes an extended QoS approach to improve the oper-
ational effectiveness of the entire set of command and control system
resources. As a result of this research, expanded concepts, structures, stan-
dards, and methods of the collaboration between QoS and IAM were devel-
oped and presented, and their feasibility was demonstrated through prototype
development and experiments.

2 Related Works

QoS is already a mature concept and technology. Various QoS standards and
technologies have been developed, such as IntServ, DiffServ, time-sensitive
networking (TSN), deterministic networking (DetNet), and network slicing.
However, QoS standards and technologies so far have limited scope of
application to network bandwidth resources [5-7].

QoS differentiates traffic based on priority in situations of insufficient
bandwidth. Therefore, it is crucial in QoS which priority criterion to apply
and how. As a representative priority criterion for military communication
networks, there are triple-metric priority criteria of performance, importance,
and urgency [8]. This criterion is very suitable for military communication
network QoS implementation that prioritizes traffic with higher importance
and urgency and meets different performance requirements for each traf-
fic type or service class. However, it is still mainly applied to military
communication network QoS implementations [9, 10].

On the other hand, IAM technology has been continuously developed
for a long time for system security, supporting multiple users. A lot of
systems in the past adopted a perimeter-based security approach, and all users
could freely access all resources within the system after authentication [11].
However, owners or administrators of the system resources want to be able to
authorize and control user access to resources in a more sophisticated way.

IBAC (identity-based access control) [12] was developed to control
access to specific resources. IBAC utilizes access control lists or matrices
to link permission to access specific resources with user identities. However,
the complexity and load of authorization may increase excessively due to the
number of resources and users.

RBAC (role-based access control) [13] has been proposed to reduce
authorization complexity and load. Authorization of RBAC sets the user’s
resource access permission as a connection through a role. However, as
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the scale of systems and users increases and access control requests from
resource owners diversify, RBAC’s authorization complexity and load also
increase a lot.

However, the authorization methods up to RBAC are performed by
establishing an explicit relationship between individual users and individual
resources. Therefore, when updating information according to policy and
environmental changes, all relationships between users and resources must
be re-examined, resulting in high renewal costs.

ABAC (attribute based access control) [14] was proposed to improve
these disadvantages. In ABAC, the authorization method is performed by
creating, modifying, and deleting rules based on Boolean algebra using
attributes of users and resources. ABAC can significantly reduce authoriza-
tion’s difficulty, complexity, and load by setting the relationship between
users and resources through abstracted rules.

Most of the properties of users and resources are static properties that
do not change over a long time. The result of access control that relies on
static attribute-based authorization is always the same at anytime, anywhere.
However, the need and demand for different access controls are increasing
according to changes in the situation recently.

Furthermore, the ABAC improvement that reflects this is CBAC (context-
based access control) [15]. CBAC additionally exploits the dynamic attributes
of the situation or context, as well as the attributes of users and resources.

Until now, QoS and IAM have been developed as independent technolo-
gies in the communication network and security fields, respectively. However,
in this paper, the application target of QoS is extended to the entire system
resources. The purpose of IAM extends to priority-based system efficiency
improvement in situations where system resources are scarce, and QoS and
IAM are modified to work together to improve system efficiency.

Moreover, for this purpose, new collaboration concepts, structures, and
methods between QoS and IAM were presented. Finally, in this paper, PBAC
(priority based access control) and priority criteria, which are suitable for new
access control methods of this study are proposed.

3 Proposed Concept

3.1 Current Concept

Figure 1 shows the concept of system resource access and use for users. First,
the user logs into the system through IAM’s authentication. Also, system
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Figure 2 Extended access concept.

access requests from logged-in users are granted or denied based on authenti-
cation level and authorization through IAM access control. In addition, QoS
is applied only to communication network bandwidth resources and not to
other computing resources.

3.2 Extended Concept

This paper proposes an improved concept, as shown in Figure 2. This
concept allows QoS to be applied across system resources, not just band-
width resources. Even when computing resources are insufficient, the system
differentiates requests for corresponding resources according to priority.
Furthermore, this processing is performed by IAM, which can monitor and
control all system resource access requests.

As shown in Figure 2, the extended concept expands and improves the
existing QoS and IAM, and the expanded and improved QoS and IAM are
named QoS+ and IAM+, respectively.
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3.2.1 QoS+

In QoS+, existing QoS is utilized for network resources, and a priority-based
preemption method is additionally applied to system resources. When a new
resource request arrives in a state where system resources are insufficient,
resources in use from an existing request having a lower priority are retrieved
and allocated to the new request. If existing requests with lower priority
perform transactions that cannot be stopped or stopped immediately, a new
request is queued. Additionally, existing requests that were interrupted by
preemption will wait until resources become available before being resumed.
Therefore, QoS+ should minimize the additional load generated in this pro-
cess. Depending on policies, QoS+ can be applied to different types and levels
of physical or logical resources. Examples include CPU, memory, and VM
(virtual machine).

3.2.2 IAM+

IAM’s ability to monitor and control all traffic between users and systems is
too powerful and valuable to be used only for system security. Accordingly,
IAM+ increased system effectiveness by expanding and improving the exist-
ing system security-focused permission-based access control. Also, for this
purpose, a new access control method, PBAC, was proposed. PBAC approves
or denies resource requests based on priority according to system resource
utilization. That is, when system resources are insufficient, a login of a new
user or a request for new system resources may be restricted according to
priority.

3.2.3 Priority Criteria

This paper applies the triple-metric priority criterion widely used in commu-
nication network QoS implementation to QoS+ and IAM+ implementation.
This is because performance requirements for computing resources are differ-
ent for different applications or types of applications, and may be of different
importance to different users or tasks.

PBAC classifies applications into three types: real-time, interactive, and
batch. Each type has different performance requirements and requires differ-
entiated processing. In this paper, similarly to traffic engineering in communi-
cation network QoS, we proposed a method of processing resource requests
by application by appropriately allocating computing resources by applica-
tion type in advance. In addition, there may be non-pre-emptive applications
in which resource allocation must always be guaranteed, such as control class
traffic of communication network QoS. In the communication network QoS,
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the control traffic is allocated to EF (expedited forward), to which sufficient
resources are allocated and processed so that traffic congestion does not
occur. QoS+ also handles non-pre-emptive applications similarly.

In addition, importance is assigned to each user and application for
importance-based differentiation processing. The importance of each user
can be assigned through a request and approval process, and the importance
of each application can be set in advance according to the policy of each
system. Each can be managed through identity management. In addition,
when system resources are insufficient, users and applications with higher
importance are allocated system resources first.

Urgency relates to the time limit for processing or responding to an appli-
cation. A response time limit of all real-time applications is “immediate,”
therefore, it’s impossible to differentiate according to the urgency. However,
interactive applications and batch applications may have different response
or processing time limits for each request. Expired requests can be cancelled
to avoid wasting system resources. Also, it is possible for a request that has a
margin in response or processing time to give way to a request that does not.

4 Design and Implementation

To prove the feasibility of the proposed concept, QoS+, and IAM+ prototypes
were designed and developed, and experiments were conducted. Additionally,
the implementation scope of the prototype is limited to include real-time or
interactive applications that require an immediate response and only consider
the priority of importance.

4.1 Major Functions

Figure 3 shows the QoS+ and IAM+ prototypes’ main functions and inter-
faces.

IAM+ QoS+

H

Identity Access Resource Task

Management Control Monitor Manager

Sharing
Rep.

Figure 3 QoS+ and IAM+ prototypes’ main functions and interfaces.
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4.1.1 QoS+

QoS+ consists of two core functions. First, the resource monitor measures
and manages the usage rate of computing resources in real-time and shares
them with other functions. The task manager manages tasks using com-
puting resources, requests information and performs a pre-emptive function
according to priority when a new request arrives in a resource shortage
situation.

4.1.2 1AM+

The IAM+ prototype was implemented based on KeyCloak, a leading open-
source IAM solution. The KeyCloak’s identity management and access
control were improved, and the rest of its functionality was reused without
modification. Identity management improved the function of [16] to addi-
tionally manage the importance and urgency of users and applications, and
improved access control by applying PBAC.

4.1.3 Interface between IAM+ and QoS+

As shown in Figure 3, two interfaces are provided to share information
between QoS+ and IAM+. One is an interface for real-time or synchronous
information sharing, which is implemented as a function call between func-
tions (1). The other uses an information-sharing repository as an interface
for asynchronous information sharing (2). Identity management information
is also shared with other functions, including QoS+, via the information-
sharing repository (2). Additional functions or applications can collaborate
with existing ones through information-sharing repositories.

QoS+ monitors system resource operating status in real-time and shares
it with IAM+. I[AM+ utilizes information about the operating state of system
resources to determine and enforce priority-based access control levels. QoS+
also shares the user identification information with IAM when reclaiming
system resources for low-priority users. If the system resources in use are
retrieved, the user’s system operation is also suspended. A common behavior
for users in this case is to constantly retry, which can exacerbate the low sys-
tem resource situation. To prevent this, IAM+ sends an appropriate message
to users and restricts their access requests for some time.

4.2 Major Procedure

Figure 4 shows the system resource access procedure. A user’s access to sys-
tem resources proceeds according to the user’s authentication and authority.
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Figure 4 System resource access procedure.

Whether to proceed with resource preemption = FALSE

FOR # of resource free(for CPU, Memory)
IF (current resource utilization + expected resource utilization > User resource threshold)
Whether to proceed with resource preemption = TRUE
Store resource threshold exceeded amount value.
END IF
END FOR

RETURN Resource preemption progress, resource threshold exceeded amount

Figure 5 Resource preemption decision algorithm.

Most IAM solutions return results via tokens when user authentication is
successful. One of the key ideas in this paper is to extend these tokens to
include user-importance information and share it with JAM+ and QoS+.

4.3 Resource Retrieval Algorithm

Figure 5 describes the resource retrieval algorithm. In order to retrieve
resources, the estimated resource usage information required for service
operation is used as additional information, and this value is stored in the
information sharing repository.

To determine whether resource preemption is necessary, the sum of the
amount of resources used in the current system and the expected resource
usage of the new service is calculated. If this sum does not exceed the user
priority threshold, the service is provided without resource preemption. If the
threshold value is exceeded, resource preemption is performed.

Figure 6 shows an algorithm for selecting a target for retrieving exist-
ing service resources when resource preemption is required. Verification is



718  Gyudong Park and Hyoek Jin Choi

FOR Number of services currently being provided
IF the priority of the new service < the priority of current services
CONTINUE
ENDIF

IF the priority of the new service == the priority of current services
IF the user priority of the currently service > new user’s priority
CONTINUE
ENDIF
ENDIF

FOR the number of users by priority of the currently provided service
Reduces the expected resource usage of the currently provided service from the resource t
hreshold excess amount.
Store the # of users used for resource preemption
IF the value of resource threshold exceeded <=0
RETURN permission to provide services, information on selected user
END IF
END FOR
END FOR

RETURN refusal to provided services

Figure 6 Screening algorithm to retrieve resources.

performed for all services in progress. All priorities are subject to resource
retrieval, except where the existing service has higher priority than the new
service and the case where the priority of the existing service user is higher
than that of the new service user. Resource retrieval is based on the expected
resource usage of the service and proceeds so that the resource excess is
reduced by the expected resource usage of the service selected as the target
for resource retrieval. If there are more retrievable resources, the new service
is accepted.

5 Experiment

Figure 7 shows the experimental environment and primary procedures.

When a user logs in through the service, the service requests [AM+ to
issue a token. At this time, PBAC, a new access control method, is performed
in JAM+ to determine service permission or denial. If login is authorized, the
user receives a token and requests a service the system provides. The service
receiving the service request performs the request for PBAC through IAM+. If
the corresponding request is granted, service permission is requested through
QoS+, and resources are allocated according to priority.
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Figure 7 Experiment environment.

Table 1 Priority settings for each user

User ID Priority
testuser 1 -testuser3 0
testuserd—testuser6 1
testuser7—testuser9 2
testuser10 3

Table 2 User and service settings

Item name Configuration value
User ID testuserl—testuser10
Service name ServiceB

5.1 Identity DB

Table 1 shows the information of 10 users used in the experiment. The priority
ranges from O to 3, and the higher the value, the higher the priority.

5.2 User Simulator

Table 2 shows the information of 10 users used in the experiment. The priority
ranges from O to 3, and the higher the value, the higher the priority. For the
operation of the user simulator, 10 users set in the identity DB were set,
as shown in Table 1, to use the same service. The user simulator logs in
from testuser] to testuser10 every second to check the operation of the entire
function of the prototype and requests service if the login is successful. If a
login or service request is rejected, log in again.
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Table 3 Service estimated resource usage and threshold settings

Item name Configuration value
Service name ServiceB

Expected resource utilization (CPU/memory) 20/20
CPU/memory threshold value If 70, restrict users with priority 0

If 80, restrict users with priority 1
If 90, restrict users with priority 2

5.3 System Simulator

The system simulator makes the following assumptions. The services pro-
vided by the system simulator are real-time applications such as voice and
video. The resource usage increases from the point of providing the service
to the user, and the resource usage decreases when the service is denied, or
the connection with the user is disconnected. There is a request limit of 3
seconds when IAM+ or QoS+ denies a user’s login or service.

5.4 Shared Information DB

Table 3 shows the service to be used by users, the priority of the service,
the expected resource usage for the service, and setting information for the
threshold value. Expected resource usage is the expected usage of resources
when using the service and is expressed as a percentage (%) of the total
resources.

5.5 Experimental Results

The user simulator was run for 1 minute while IAM+, QoS+, shared
information repository, and system-related processes were running.

First, Figure 8 shows the results when PBAC is applied, and the results
are repeated 3 to 10 times even if the number of trials increases. When users
request a service for the first time, the service is provided to each user, but
as the number of users increases, resource usage increases and exceeds a set
threshold. At this time, the user with the lower priority is retrieving the service
resources used by QoS+. If the user tries to request the service again, they will
be restricted from logging in via PBAC and using the service from IAM+. As
a result, services for users with high priority are continuously provided.

Figure 9 shows the resources used when a user requests a service. It can
be confirmed that resource usage is maintained within the threshold by IAM+
and QoS+.
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Figure 9 Changes in resource usage when applying PBAC.
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Figure 10 Service request results when PBAC is not applied.

Figure 10 shows the results when PBAC is not applied. Since there is no
separate restriction, all services are permitted according to the user’s request.

In Figure 11, it can be seen that the resource usage continues to increase
according to the user’s request, reaching 200%. In this case, it is difficult for
users to receive normal services any longer.
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Figure 11 Changes in resource usage when PBAC is not applied.

6 Conclusion

This paper describes the necessity and possibility of differential allocation
and processing of the entire system resources according to user or application
priority. Based on this, solutions covering related concepts, structures, and
methods were specifically presented and tested. In addition, one of the biggest
obstacles to introducing new solutions is the introduction cost. However, a
plan to significantly lower the cost by utilizing the existing IAM function
was proposed.

Furthermore, in the process, ideas and technologies such as new access
control methods and token expansion were devised and developed, and the
feasibility of implementation were demonstrated through prototypes.

This paper is the first proposal and development attempt for QoS+
and IAM+, and further research and development are needed to raise the
technology level to the level applicable to the actual system.
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