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Abstract

The vast amount of data currently available online attracted many parties to
analyze sentiments expressed in these data extracting valuable knowledge.
Many approaches have been proposed to classify the posted content utiliz-
ing a single classifier. However, it has been proven that ensemble learning
and combining multiple classifiers may enhance classification performance.
The aim of this study is to improve the Egyptian sentiment classification
by combining different classification algorithms. First, we investigated the
benefit of combining multiple SO classifiers using different subsets from
SATALex Egyptian lexicon. Second, we investigated the benefit of combining
three classification algorithms; Naive Bayes, Maximum Entropy and Support
Vector Machines, adopted as base-classifiers. The experimental results show
that combining classifiers can effectively improve the accuracy of Egyptian
dataset sentiment classification. However, building these ensembles require
more time for processing than the individual classifiers. The time needed
depends on the number of classifiers used and the combination method used
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to combine these classifiers. Thus, the more classifiers used, the more time
needed.

Keywords: Arabic sentiment analysis, lexicon based sentiment analysis,
egyptian dialect, arabic opinion mining, ensemble learning.

1 Introduction

With the widespread usage of Facebook, Twitter, and other social networking
websites, together with the great opinionated web contents coming from
blogs and forums, sentiment analysis or opinion mining received considerable
attention. Sentiment analysis is the task of identifying the semantic orienta-
tion of a piece of text as either positive, negative or neutral. In other words,
sentiment analysis focuses on determining the overall tonality of a document
or the attitude of a writer regarding the specified topic (Abbasi et al., 2008).
Sentiment analysis can be carried out at many granularity levels: expression
or phrase level, sentence level, and document level (Medhat et al., 2014).
This study is interested in sentiment analysis for the Egyptian Arabic dialect
language at the sentence level classifying whether a review, or a tweet, as
holding an overall positive, negative or neutral sentiment.

There are different approaches for sentiment analysis: Machine Learning,
lexicon-based or semantic orientation (SO) and hybrid approaches. The ML
approach is a supervised approach in which a set of data labeled with its class
such as “positive” or “negative” are converted into feature vectors to train a
classifier, employing one of the ML algorithms, to infer that a combination of
specific features yields a specific class. On the other hand, the SO approach
is an unsupervised approach in which a sentiment lexicon is used to extract
the sentiment terms composing the text, then combine them to produce an
overall sentiment score for the whole text. Finally, the hybrid approach is a
combination of the two precedent approaches benefiting from advantages of
each approach. However, the performance of each approach depends on the
features extracted for the language and domain of application.

Lately, ensemble learning in the area of sentiment analysis has been
of a growing interest aiming at improving the overall prediction accuracy.
Ensemble learning is the combination of multiple classifiers to obtain a more
accurate and reliable classification in comparison with the single classifier
(Zhou, 2012). Thus, studying the effectiveness of both individual supervised,
unsupervised classifiers and ensemble methods for each dialect is of great
importance.
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In this work, the main research objective was to investigate to what extent
using an ensemble of ML algorithms, and ensemble of SO lexicons could
improve the performance of classification of Egyptian dialect tweets. This
led to the following research questions:

1. Would using such ML ensemble improve the performance with a sta-
tistically significant difference when compared to using a single ML
classifier?

2. Would using such SO ensemble improve the performance with a
statistically significant difference when compared to using a single
comprehensive sentiment lexicon?

The remaining of the paper presents our achieved work in building
ML and SO ensembles for the Egyptian Arabic telecom tweets. Section 2
summaries the related work done in this area, while section 3 explains the
process of developing the ML and SO ensembles. Section 4 describes the
experiments conducted to evaluate the performance of each of these ensem-
bles. Finally, Section 5 talks about the challenges, conclusion and future
work.

2 Related Work

The ensemble methodology is the process of combining multiple models
(classifiers). Each of these models solves the same original task, to produce
a better composite model having more reliable and accurate decisions or pre-
dictions compared to using a single model. The idea of building a predictive
model by integrating multiple models has been under investigation for a long
time. Most of the work done in this area focuses on combining the deep
learning and the Machine Learning (ML) techniques to produce a unified
model, with very little work concerned with the semantic orientation (SO)
approaches. In this section, we will present some of the systems which used
the ensemble methodology to solve their classification problem for both ML
and SO techniques.

Starting with the ML technique, (Catal and Nangir, 2017) presented a
novel sentiment classification technique based on Vote ensemble classifier.
They have utilized three individual classifiers: Bagging (SVM), Naive Bayes,
and SVM using the CVParameterSelection parameter optimization algorithm
of Weka, for their Turkish sentiment classification problem. Their proposed
approach achieved better performance than Naive Bayes, which was reported
the best individual classifier for used datasets, and Support Vector Machines.
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Three Turkish sentiment datasets (Books, Movies, Shopping) were tested,
and their best accuracies produced were: 86.13%, 83.68%, and 79.96%.

Likewise, (Oussous et al., 2018) investigated the performance and the
efficiency of the ensemble method on the Arabic sentiment analysis specif-
ically on the Moroccan reviews. They built a new Moroccan Arabic dataset
consisting of 2000 tweets/comments, with a good balance between negative
and positive sentiments. The ensemble method was applied for more accuracy
by integrating three classification algorithms: NB, ME and SVM. The results
showed that ensemble of classification algorithms performed better than the
three individual classifier. Two Moroccan datasets were used (their built
dataset (MSAC), SemEval) and their best f-scores were: 83.4%, and 84.2%.

On the other hand, for the SO technique, (Ohana et al., 2011) con-
ducted a comparative study of lexicon based sentiment classification on
multiple domains. They have showed that classification performance varies
with the chosen lexicon and the domain it is applied to. Also, lexicons
showed a tendency to perform better on either positive or negative documents
while underperforming on the other category. In addition, they proposed an
approach that combines the predictions of the different classifiers using the
sum of all scores as the predictor forming a classifier ensemble. This classifier
is further extended by introducing a score adjustment factor based on a term’s
relative frequency of occurrence extracted from a corpus. They tested on six
datasets containing user generated reviews from different domains, and their
highest accuracy was 80.79%, and the highest recall is 66.39%.

Moreover, (Augustyniak et al., 2014) introduced a new approach for
lexicon extraction which was used to extract more than 15 lexicons. These
extracted lexicons were used for sentiment polarity assignment of the review
text. These sentiment polarity scores were combined in a sentiment polarity
matrix to train a strong classifier, such as the decision tree method, to predict
the sentiment of new documents. They showed that the combined lexicons
with trained classifier are much faster than a supervised approach to sentiment
classification while yielding similar accuracy. Their method also proved to be
efficient and fast across all examined datasets. They used five datasets, and
their best f-score was 50%.

Finally, (Augustyniaket et al., 2016) presented a lexicon-based ensemble
approach to sentiment analysis that outperforms the lexicon-based method.
The method consisted of two steps. First, they employed their own tech-
nique (called frequentiment) for automatic generation of sentiment lexicons
and some publicly available lexicons. Secondly, an ensemble classification
(fusion classifier) uses these predictions from the previous step as input, then
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it combines these predictions into an overall prediction. They tried couple of
classifiers such as Decision Tree, Extra Tree Classifier, and AdaBoost. They
conducted comprehensive analysis based on 10 Amazon review data sets, and
their highest F-score was 56.9% using RFT classifier.

3 Methodology

Ensemble method is a technique that combines several base models in order
to produce one optimal predictive model. In other words, Ensemble Learning
is a process in which multiple classifiers are strategically constructed to solve
a particular problem. It combines a diverse set of learners (individual models)
to improvise on the stability and the predictive power of the model. Also, we
studied the way in which the results of each classifier are combined. There are
several methods for result combinations like; (1) Averaging where the results
of all the classifiers are added together and the average is calculated; (2)
Maximum where only the maximum result produced by any of the classifiers
is considered; (3) Majority voting where most common class label prediction
produced by the classifiers is the one to be considered.

The main advantage of the ensemble methodology is to aggregate the
results of all the selected models; thus, reducing the probability of selecting
unsuitable or a wrong single classification model for a dataset.

The main goal of this work is to explore the effect of ensemble learning
for both SO and ML approaches for use in the sentiment analysis tasks of
the Arabic Egyptian tweets for the telecom community. To accomplish this
goal, our research work has been targeting two main areas: (1) generation
of different SO ensembles to measure their performance against a single
SO classifier; (2) generation of different ML ensembles to measure the
performance against a single ML classifier. Each of these areas is detailed
in the following subsections.

3.1 SO ensemble method

The main idea in the SO ensemble learning is to build different classifiers
each using different lexicon then combing the results of these classifiers
to produce the final result. Given the fact that the lexical sentiment is
greatly affected by the context, domain-specific sentiment lexicons are
considered an important factor for computational social science (CSS)
(Hamilton et al., 2016). With the help of domain-specific lexicons, social
sentiment analysis considers factors such as genre, demographic variation,
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Figure 1 SO Ensemble Structure.

or community-specific dialect (Deng et al., 2014; Hovy, 2015; Yang and
Eisenstein, 2015), without being biased towards domain-general contexts.

In this study, the process of building the subset lexicons depended mainly
on the Egyptian semantic lexicon SATALex built in (Shoukry and Rafea,
2019). Different SO ensembles were created using two different parameters:
(1) the number of subset lexicons; (2) the percentage of terms each subset
lexicon represents from the main lexicon as shown in Figure 1.

Six sets of subsets lexicons were built: (1) 4 subset lexicons representing
50% of the main lexicon; (2) 4 subset lexicons representing 75% of the main
lexicon; (3) 4 subset lexicons representing 90% of the main lexicon; (4) 8
subset lexicons representing 50% of the main lexicon; (5) 8 subset lexicons
representing 75% of the main lexicon; (6) 8 subset lexicons representing
90% of the main lexicon. Moreover, since each lexicon produces a score for
each tweet, we have applied three voting mechanisms (Average, Maximum,
Majority). It is important to note that in each subset lexicon the terms were
unique and not replicated.

3.2 ML ensemble method

The main idea in the ML ensemble learning is to combine multiple ML
classifiers using decision formula to produce the final result. In other words,
constructing and combining a set of hypotheses from the training data.
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Figure 2 ML Ensemble 1 Structure.

Majority Voting was used to combine predictions from various classifiers.
Hence, the final prediction and the class of the tweet is determined using the
majority vote rule for the single votes produced by each classifier.

In this study, two ML ensembles were created: (1) combining three ML
classifiers (SVM, NB, ME) built using the same training dataset; and (2)
combining three SVM classifiers built using three different learning datasets
generated from the main training dataset as shown in Figures 2 and 3.

For the first ML ensemble, we have followed the ML ensemble pre-
sented in (Oussous et al., 2018) for Arabic sentiment classification using the
same three classification algorithms named Support Vector Machines (SVM),
Naive Bayes (NB) and Maximum Entropy (ME). The same training data
was applied to each ML classifier. For the second ML ensemble, we have
started by generating three different training datasets. The generation process
involved selecting random tweets with replacement from the original dataset.
Meaning that it is possible that some training tweets to be replicated or
repeated in the generated training datasets. These generated training datasets
had the same size as the original training dataset.
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Figure 3 ML Ensemble 2 Structure.

Two main experiments were carried out for each ML ensemble. For both
experiments, the tweets were represented using two methods as suggested
by (Shoukry and Rafea, 2019) in representing the tweet vector: (1) the bag
of words model using unigram presence; (2) hybrid model using sentiment
words in the SATALex lexicon as features. In the first method, the feature
vector for each tweet is represented as shown: (word1:0, word2: 1, word3: 0
..., “polarity”’). Whereas the second method, the feature vector for each tweet
is represented as shown: (senti_word1:0, senti_word2: 1, ..., “polarity”).

4 Evaluation

Following our proposed methodologies, we have carried out different exper-
iments to compare their performance and discuss the results obtained. In
this section, we present the details of the domain specific lexicon used; the
datasets used and their distributions; and finally, the experiments conducted
with their results.
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4.1 The domain specific lexicons

The SATALex Egyptian semantic lexicon consists of a total of 1322 unique
terms (94 positive single terms, 24 compound positives, 940 negative single
terms, 264 compound negative).The main advantage of SATALex is that
it includes some English transliterations terms like w0 (nice), s2s (over),
etc....since they are commonly used in social media telecom domains.
Although the subset lexicons were generated randomly from this main lexi-
con, it was clear that the negative terms and negative compound terms were
more dominant in most of the generated subset lexicons than the positive
terms and positive compound terms. This is mainly caused by the unequal
distribution of the sentiment terms in the SATALex lexicon.

4.2 The used datasets

The Egyptian Company named RDI' appreciatively collected all the datasets
to be used for research purposes with their main focus on the telecom
domain. The annotation rules were set to annotate the collected datasets with
annotation revisions to check and fix any erroneous annotation that could
have taken place. The Egyptian train dataset consists of 8101 labeled tweets:
183 positive, 2597 negative, and 5321 neutrals. The Egyptian test dataset
consist of 2692 labeled tweets: 77 positive, 943 negative, and 1672 neutrals.
Given the unstructured nature of the used datasets, we have followed the
approach proposed in (Shoukry and Rafea, 2012) for preprocessing, except
for stemmer. So, only normalization and stop words removal were applied for
preprocessing. Although the built train datasets were generated randomly by
selecting random indexes with replacements from the main training dataset,
it was obvious that the negative and neutral tweets were more dominant than
the positive tweets. This dominance is caused by the great imbalance of the
training dataset as people usually complain or criticize on social media more
than they praise or compliment.

4.3 Experiments and results

The built subset lexicons and different learning datasets were used in two
main experiments. The first experiment was to evaluate the performance of
the proposed SO ensemble learning. While, the second experiment was to
evaluate the performance of the ML ensemble learning. Finally, we compare
the performance of ML ensemble learning against the SO ensemble learning.

"http://www.rdi-eg.com/
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4.3.1 SO ensemble learning

Based on the methodology discussed in section 3.1, we wanted to evaluate
the performance of the SO ensemble learning using the generated subset
lexicons. All the three voting methods (averaging, maximum, majority) were
applied.

Figures 4 and 5 show the F-score obtained after running the SO classifier
using the 6 sets of subset lexicons: using 4 subset lexicons and using 8
subset lexicons with the three voting methods. From the first graph, the
highest f-score (78%) was produced at: (1) lexicon size 75% using average
and maximum voting methods; (2) lexicon size 90% using Majority voting
method. While from the second graph, the highest f-score results (78%)
was produced at: (1) lexicon size 50% using average and maximum voting

4 Lexicons (F-Score)
EAverage [0 Maximum [Majority

50 75
LEXICON SIZE (%)

Figure 4 The 4 subset lexicons and three voting methods.

8 Lexicons (F-Score)
BHAvergae HEMaximum ElMajority

75
LEXICON SIZE (%)

Figure 5 The 8 subset lexicons and three voting methods.
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Table 1 SATALex test results

Test Data
Acc (%) Pre(%) Rec(%) F-Score(%)
SATALex 87.3 72.6 82.3 75.8
Best SO Ensemble 82.8 77.3 80.0 78.0
4 Lexicons
Accuracy EPercision BERecall F-Score
e 228% | 7%
=T IR 0.0% o
B 9.3%
8.7% | 78.0% o
| e 17.73
16.3% 16.3% ]‘7'3% 2.3 1
| |
50 75 90

LEXICON SIZE (%)

Figure 6 The performance of 4 subset lexicons.

methods; (2) lexicon size 75% using majority voting method; (3) lexicon size
90% using all voting methods. Consequently, we implied from the above
graphs that the average voting method in most of the cases produce the
highest f-score results. That is why we adopted the average voting method
as our decision method.

Table 1 shows the performance measure when using the whole SATALex
lexicon for classifying the tweets, while Figures 6 and 7 show the perfor-
mance measures obtained after running the SO ensembles adopting average
voting method using: (1) 4 subset lexicon; (2) 8 subset lexicons.

As shown in the graphs, the best results for all performance measures
were produced by the 4 subset lexicons representing 75% of the SATALex
lexicon. This subset produced accuracy of 82.8%, precision of 77.3%, recall
of 80.0% and f-score of 78.0% with a minor increase compared to other
representation percentages for 4 subset lexicons family or when compared
to other representation percentages for 8 subset lexicons family. Also, this
subset takes less time in building the model and predicting the result as it
uses 4 medium sized lexicons. The main benefit of using SATALex lexicon
over any other sentiment lexicons is that all the subset lexicons contain
domain-related sentiment words with their corresponding adjusted domain
polarity.
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Figure 7 The performance of 8 subset lexicons.

According to the results, the F-score has increased by 2.2% compared
to one lexicon SATALex (Shoukry and Rafea, 2019). This increase reflects
the fact that there are some sentiment words that cause misclassification of
the test tweets implying wrong sentiment. Thus, using subsets from the main
lexicon helped in eliminating some of these terms and improving the perfor-
mance of SO ensemble classifiers. An example of these words is “sJduie”
(problem) which has a negative sentiment in the lexicon. However; these
words are mostly used in neutral tweets for general questions. Accordingly,
the lexicons which didn’t include these terms produced better results. Another
example is the term “J>3I” which has different meanings depending on the
context it is used in. In the modern standard Arabic, it means “best” a positive
sentiment term, whereas in the Egyptian dialect it has two different meanings:
(1) “remains” a negative sentiment term; (2) “prefer” a neutral sentiment
term. On the other hand, creating a subset from the main lexicon by any
percentage affects the lexicon’s comprehensiveness. Thus, it is possible that
some sentiment words are not to be recognized in the test tweets. But the
improvements achieved from removing those misleading sentiment words
outweighed the loss from not identifying these sentiment words.

Additionally, some tweets hold more than one sentiment. For example:

“Orange _Egypt  seudiEosy gsslhss Ggod! bebed! dspaogusdledelg pdlol g slgd!
VodafoneEgypt”

meaning:

“Orange_Egypt I will transfer all my Vodafone mobile lines to Orange next
month because of bad service VodafoneEgypt”
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Table 2 F-Scores for Egyptian test set
F-Score (%)
Setl Set2 Set3 Set4 Set5
SATALex 800 728 77.1 728 727
Best SO Ensemble 87.7 773 823 747 703

The sentiment scores for these tweets might sum up to zero as the positive
sentiment score cancels out the negative sentiment score, so the tweet gets
classified as neutral. However, focusing only the sentiment words of one class
will possibly help these tweets to be classified as either positive or negative
rather than neutral.

Moreover, we calculated the statistical significance of the proposed SO
Ensemble SATALex lexicons (4 lexicons representing 75%). So, we divided
the test datasets into 5 sets and calculated the F-Score for each set. The results
are shown in Table 2.

Then, we applied the T-Test between SATALex and best SO Ensemble
SATALex lexicons using these F-Score values. The value of alpha was set to
0.05. The p-value was 0.018. The difference is significant between SATALex
and Ensemble SATALex lexicons since the result is less than the value of
alpha.

4.3.2 ML ensemble method

According to the methodology discussed in Section 3.2, we have carried out
two experiments to evaluate the performance of the two proposed ML ensem-
ble learning. The first experiment was combining three different classifiers
(SVM, NB, ME) on the same training dataset. While the second experiment
was combining three SVM classifiers using three different training datasets
created by random selection from the main training dataset with replacement.
For both experiments, unigrams and sentiment words were used as features
to represent tweets. Also, the same test dataset was used in both experiments,
together with the decisions taken in Section 3.2.

Table 3 shows the performance of each ML classifier using the two
proposed sets of features.

For the results of the ML classifiers, it was observable that significant
improvements were obtained using sentiment words for tweets’ represen-
tation against using unigrams for tweets’ representation in all performance
measures. These improvements were achieved by using: (1) the ML approach
to associate the combination of specific sentiment words to specific class; and
(2) the SATALex to identify these sentiment words. SVM and ME had the
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Table 3 Test results for each ML classifier
ML Features Acc (%) Pre (%) Rec (%) F-Score (%)

SVM  Unigrams 57.0 45.0 35.0 35.0
Sentiment 78.45 51.0 52.0 52.0
NB Unigrams 56.2 34.0 35.0 32.0
Sentiment 64.0 54.3 41.7 353
ME Unigrams 59.6 42.0 35.0 33.0
Sentiment 75.3 52.0 47.0 47.0

Table 4 Test results for ML ensembles
Features Acc (%) Pre (%) Rec (%) F-Score (%)

Ens.1  Unigrams 60.3 42.0 35.0 32.0
Sentiment 71.6 55.0 50.0 48.0
Ens.2  Unigrams 59.6 38.0 34.0 31.0
Sentiment 78.8 51.0 52.0 52.0
RFT Unigrams 574 41.0 44.0 41.0
Sentiment 80.7 69.0 80.0 72.0

highest f-score improvements as SVM improved by 17% and ME improved
by 14%.

Throughout the experiments, NB showed the least performance than
SVM and ME. In fact, the best performance outputs achieved by NB were
64.0% as accuracy and 54.3% as precision. This is because NB is based on
probabilities, thus it is more suitable for inputs with high dimensionality. ME
achieved the highest accuracy of 75.3%; while its other measures were 1—
5% less than the highest values produced by SVM. Concerning SVM, it is
considered to be the best performing classifier scoring a significant difference
compared to other ML classifiers. In fact, SVM was applied successfully in
several sentiment analysis tasks because of its principle advantages. First,
they are robust in high dimensional spaces. Second, any feature is relevant.
Third, they are robust when there is a sparse set of samples. Finally, most text
categorization problems are linearly separable.

Table 4 shows the results of the two proposed ML ensembles using the
two proposed sets of features: (1) unigrams; (2) sentiment words. These
proposed ensembles were then compared against RFT classifier as suggested
by (Shoukry and Rafea, 2019).

Evaluating the results of the two ML ensembles using the two pro-
posed sets of features, it was clear that both ML ensembles had significant
improvements using sentiment words for tweets’ representation against using
unigrams. This result was expected based on the results obtained in Table 3 as
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the performance of the ensembles is directly proportional to the performance
of the underlying ML classifiers. Consequently, as the performance of the ML
classifiers improves, the overall performance of the ML ensemble improves.

Concerning the results of the two ML ensembles, ML ensemble 2 out-
performed ML ensemble 1, producing accuracy of 78.8%, recall of 52% and
f-score of 52% compared to ML ensemble 1 with accuracy of 71.6%, recall of
50% and f-score of 48%. One possible explanation is that each of the single
models may perform well at some parts of the dataset and may overfit at other
different parts. Accordingly, each model has different performance on differ-
ent parts of data. Therefore, by combining these models, the performance
of each model tends to improve by reducing the risk of over-fitting. Hence,
the performance measures may be improved without affecting the model’s
predicting performance.

On the other hand, RFT classifier produced better results than the two
proposed ensembles using both feature sets. The same observation was
presented in (Shoukry and Rafea, 2019) as RFT classifier is proven to be
the best according to the literature. RFT classifiers are considered ensemble
classifiers for two main reasons. First, they reduce the chances of overfitting
by averaging several trees, thus decreasing significantly the risk of overfitting.
Second, they cause less variance by using multiple trees, so they reduce the
chance of stumbling across a classifier that doesn’t perform well because of
the relationship between the training and testing data.

Alternatively, if we compared the results of both ML ensembles to the
results obtained by SO ensembles using SATALex subset lexicons, it is obvi-
ous that SO improves over the ML experiments in all performance measures.
For example, considering the best results produced by ML ensembles, the
accuracy improved by around 4%. While for the precision, recall and f-score,
the improvements were between 26-28%. Based on these outputs, we can
confirm that it is recommended to use a SO ensemble for the sentiment
classification of Egyptian dialect tweets.

4.3.3 Different domain and SO ensemble

The objective of this experiment is to compare the performance of our pro-
posed SO ensemble method to SATALex lexicon in classifying tweets from
5 different domains (Sports, Politics, Economy, Art, and Communication).
Based on the reached conclusion, we have used the SO ensemble method
which utilizes 4 subset lexicons with each representing 75% from the original
lexicon. Different combining methods were also applied.
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Table 5 Test results for SO ensemble
Combining Method  Acc (%) Pre (%) Rec (%) F-Score (%)

Average 0.71 0.56 0.49 0.50
Maximum 0.71 0.56 0.48 0.50
Majority 0.71 0.57 0.48 0.50

Table 6 Test results for SATALex lexicon
Positive  Negative Neutral Average

Pre 0.25 0.44 0.74 0.47
Rec 0.44 0.40 0.65 0.50
F-Score 0.32 0.42 0.69 0.48
Acc 61.63%

Table 5 shows the performance of each combination method using the
proposed SO ensemble which produced the best result from previous experi-
ment. Table 6 shows the performance of SATALex lexicon in classifying the
different domain tweets.

Comparing the obtained results, we can observe that the SO ensemble
method improved the f-score measure by almost 2% against using SATALex
lexicon. This result reflects the effectiveness of the proposed SO ensemble
even when applied on tweets from different domain.

5 Conclusions

This paper has presented a very simple yet powerful ensemble system for
sentiment analysis. We began by the SO ensemble which combines multiple
SO classifiers using different subsets from SATALex Egyptian lexicon to
build more accurate sentiment classifier. Each subset lexicon contributes to
the success of the overall system, outperforming single lexicon approach
on test dataset. We have also explored the performance of combining three
ML classifiers (NB, SVM, ME), and the performance of combining three
SVM classifiers using three different training datasets. However, we have
concluded that SO ensemble system outperformed the best ML ensemble
by almost 26%. The average voting method was used in all ensembles for
fair comparison as it proved to be consistently effective and produce the
highest results compared to the other combination methods. Comparing our
SO ensembles to the presented related works, it was noticeable that our SO
ensembles outperform these works by [12-28]%; given that different datasets
were used.
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This study is part of a bigger project focusing on developing a web
application that can “feel” the pulse of the Arabic users with regards to a
certain hot topic. This bigger project also includes extracting the most popular
Arabic entities from online Arabic content together with the users’ comments
related to these entities. These extracted popular entities are used to build
semantically-structured concepts. It also includes building relations between
different concepts and analyzing them to get a sense of the most dominant
sentiment. Real case studies are to be conducted to assess the impact of
using this tool in increasing performance indicators of industrial and service
companies.

For future work, there are different directions for enhancing this work.
One direction could be further investigations related to ensemble learning
creation and combination methods for better results prediction. One more
direction could be exploring and extending the main lexicon (SATALex)
using “context embedding”. This method focuses on creating more than one-
word embedding representation for each word which usually has different
meaning in different context. Finally, another direction could be comparing
and studying the significance of the proposed methodologies with respect to
other languages and dialects.
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