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This paper introduces a multilingual hybrid methodology to automatically deploy and combine 

collaborative tagging techniques based on user-behavior and recommendation algorithms. A reference web 

architecture called ACOTA (Automatic Collaborative Tagging) is also described in order to show the 

recommendation capabilities of this approach with the aim to assist users when multilingual resource 

tagging is required. Finally a quantitative research in the context of corporate knowledge management is 

also presented to evaluate and assess the goodness and accuracy of the methodology to minimize the effort 

of multilingual document categorization. 
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1     Introduction  

The sheer mass of data already available in the Internet and the increasing use of mobile devices such 

as smart-phones, tablets or e-books readers are generating a new and dynamic data/information domain 

in which new requirements are emerging [1]. Some time ago information resources were printed on 

paper and kept in cabinets but nowadays this new vast amount of data is commonly stored in digital 

formats. To achieve this, different organizations and access techniques are used with the objective of 

facilitating  processes such as information and document retrieval or search and report, to name a few. 

Although they try to take advantage of indexing and categorizing algorithms, on-line information 
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resources usually contain a lot of heterogeneities [2] that cannot be easily addressed. More specifically, 

the multilingual encoding of information is one of the main drawbacks to provide a common access to 

the information [3]. In this sense, Internet contents are currently available in a huge variety of 

languages. Overall, English is the most common language [4], used in 54.9% of websites, and most of 

the tools and techniques to perform some kind of exploitation over this information are customized to 

work on it. This implies that the rest of information (45.1%) faces a lack of tools to properly exploit 

this information. If we consider that there are around 14.24 billion indexed web sites [5], 6.44 billion 

of web sites are expected to be in other languages rather than in English. As a consequence, new tools 

are required to bridge the gap between the exploitation capabilities of English and non-English 

information resources. 

Phase Year Value 

Size of the WWW (Number Websites) 14.24 billion 2013 

Size of the WWW  2.5 exabytes 2013 

Websites in English 2013 54.9% 

Websites in Other Languages 2013 45.1% 

Table 1 Statistical Data about the size of the WWW 

Organizing this vast amount of multilingual data can be tedious, but in some enterprise and 

academics fields, it can become the cornerstone to success. E-learning systems, B2B environments, 

Corporate Knowledge Management or Extraction and Information Retrieval are some domains in 

which data filtering and management processes are becoming crucial. This is to obtain more accurate 

and timely information with the aim of enabling new business opportunities. More specifically 

knowledge organizations [6] and workers have gained their momentum in the new information society. 

Activities such as efficient document description, indexing or classification of information resources 

are now major challenges due to the aforementioned dynamic data domain. In this sense Hjørland [7] 

establishes different approaches, such as the use of controlled domain-based vocabularies and 

information retrieval techniques, user-oriented cognitive views or bibliometric approaches among 

others. This is carried out in to ease the tasks of knowledge workers. As a consequence, organizations 

with knowledge management activities can take advantage of discovering new business opportunities 

or workers capabilities due to the analysis of their daily activities. In this sense Technology Watching 

[8] is one of the key activities in some of these companies. For example, Treelogic S.L.a is a SME 

(Small and medium enterprise) technology company in Spain that has devoted a percentage of its 

working time to this task where workers add everyday news, blog posts, research articles, funding 

opportunities, amongst others. These elements help the company to be aware of new trends. In this 

environment the proper classification and exploitation of information resources leads to a knowledge 

organization that can exploit this information and, as a consequence, its know-how for improving their 

own performance. 

                                                           

a http://www.treelogic.com 
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In order to address these new requirements in knowledge organizations there are several well-

known and traditional techniques to model, structure, organize and exploit data and information such 

as conceptual maps, taxonomies or controlled vocabularies. Nevertheless recently there has been a 

growing use of ontologies and folksonomies as a method to efficiently manage big amount of 

information resources. An ontology is usually defined as a specification of a shared conceptualization 

[9], it is a formal description of concepts and their relationships involved in knowledge domain that 

assist to organize and build knowledge-based system. On the other hand, a folksonomy [10] is the 

result of free categorization, without a defined structure or formality. Usually it is created by collective 

intelligence; a group of users with different levels of knowledge interested in some domain collect and 

classify information resources. These two emerging approaches have been successfully applied to 

specific domains such as e-Health, e-Government or e-Procurement (ontologies [11],[12],[13]) and 

Web 2.0 sites (folksonomies [14][15]) such as Deliciousb, Flickrc or YouTubed. 

In general, ontologies are more adequate to classify domain-specific information and data in a 

restricted context in which experts in a field have reached a common and shared understanding. In this 

context, data, information and knowledge is commonly concrete, static and stable. Obviously this 

approach presents some drawbacks to handle data, information and knowledge management in a more 

general and dynamic environment. Some structural upper ontologies such as DOLCEe, SUMOf or 

PROTONg have been delivered in order to formalize high-level entities and relationships. On the other 

hand, as Clay Shirky pointed in [16], a folksonomy works better with a large and dynamic corpus, 

unstable entities and participants of all levels of knowledge. These characteristics seem to fit better in 

the web trying to exploit information to provide business intelligent services such as marketing 

suggestions or knowledge discovery. 

In this paper, we present a hybrid methodology employing automatic tagging techniques and user-

behavior recommendation algorithms to take advantage of folksonomies as a previous step to 

consolidate knowledge in an ontology. This methodology is built on top of several techniques such as 

natural language processing, querying to both folksonomies and ontologies, collaborative or machine 

learning techniques, delivering a multilingual methodology which does not suffer from cold start [17]. 

We have developed a software library called Automatic COllaborative Tagging (hereafter ACOTA) as 

a reference implementation that provides an automatic tagging engine with collaborative and user-

behavior recommendation capabilities. Upon this library, we have also developed a web architecture. 

A quantitative evaluation taking into account existing information retrieval measures such as precision 

and recall is also performed over a real dataset (480 tagged information resources). This dataset was 

                                                           
b https://delicious.com 

c http://www.flickr.com 

d http://www.youtube.com 

e http://www.loa.istc.cnr.it/DOLCE.html 

f http://www.ontologyportal.org 

g http://proton.semanticweb.org 
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created by the employees of the Treelogic S.L. a company with the objective of assessing the tagging 

capabilities of the ACOTA library. 

The rest of the paper is structured as follows. Section 2 describes related work. Section 3 presents 

the proposed methodology. An overview of the architecture to support a methodology for multilingual 

and domain-less collaborative tagging is described in section 4. Section 5 presents the web architecture 

while section 6 presents a knowledge-management case study. Section 7 described the experiment 

methodology, evaluation and discussion and finally section 8 conclusions. 

2     Related Work 

Taking into account the use of blogs as information sources there are a number of works [18][19][20] 

that generate tags from these sources. Although knowledge information goes beyond blog-post 

tagging, it has a certain similarity, since a blog-post can be seen as traditional document, that covers 

many and specific different topics, rather than web sites. In this sense, Brooks et al. [18] built a system 

that was based on the use of the top three term frequency–inverse document frequency (TFIDF) score 

tags of a blog post. This approach groups documents into clusters with the hypothesis that a cluster of 

documents that share a tag should be more similar than a randomly constructed set of documents. The 

proposed methodology uses a similar approach but with a different purpose. Suggesting common tags 

that are within the same cluster for a given tag. AutoTag developed by Mishne et al. [19] is a tag 

suggestion blog-post engine which employs collaborative filtering methods. This tool offers 

suggestions for tags based on tags assigned to similar posts, leaving the editor the decision of choosing 

the proper set of tags. Our methodology also transfers the final decision to the user, and employs 

similar suggestion techniques, but it does not rely only on collaborative methods, adding a pre-

automatic tag generation step, based on the structure of the document. Finally, TagAssist is another 

automatic tag suggestion engine developed by Sood et al. [20], it evolves AutoTag design, adding 

support for tag compression. This approach provides a good support for English posts that serves as 

inspiration for the proposed multilingual methodology but it is exclusive for this language, in contrast 

with our solution. Furthermore and due to the growing use of social networks, some works have 

emerged to detect experts [21], trends and filter information [22] among others. Our proposed 

approach takes advantage of these works to adapt broad techniques in a narrower context such as 

knowledge management in a company. 

In the case of Automatic Keywords Extraction [23][24], Song et al. [25] proposed a clustering and 

classification based tag recommendation. This study uses a Poisson mixture model for document 

classification in addition to a novel node ranking method. Sun et al. [26] evolved it with a language 

model for tag recommendation (LMTR) approach, this technique compares how similar documents are 

to documents based on the shared words. Our research employs a slightly different approach than these 

works, it also compares how similar are documents but instead, taking into account the shared tags 

(previously selected by the users) from the documents. Dostal et al. [27] developed an automatic 

keyphrase extraction based on Natural Language Processing (NLP) and statistical methods. In this 

paper we employ more customized and domain-based NLP techniques. 

Most of the existing works are focused on English tag recommendation. In the case of TagAssist 

[25] and Brooks [23] they drop out any non-English words; on the other hand AutoTag [24] takes a 

less aggressive solution, handling non-English words, but due to the application of an English stemmer 
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for any word, regardless of the language, it ends up giving low scores to non-English posts. In the case 

of ACOTA, as a multilingual automatic and collaborative tagging engine, it is focused on providing 

support for non-English languages. Our motivating scenario was Spanish but one of our initial design 

requirements was not to restrict the system to only one language and to facilitate the configuration and 

the extension to other languages. 

Another issue in recommendation systems is the cold start [17]. It appears when a recommendation 

system is relatively new or unused, so there is not enough data to properly perform the 

recommendation algorithms. This issue is partially addressed by our system and it is able to suggest 

comprehensive tags even when there is no data stored on the system given that part of the suggestion 

takes as input public existing folksonomies. In this sense, a similar approach has been followed in 

previous works [28][29][30][31] that have been made use of queries to folksonomies such as Google  

Complete API to enrich tag suggestion. Nevertheless, in the context of the present paper, results of 

empirical experiments show a considerable amount of noise that decreases the accuracy of the 

suggestions. For instance the delegation of suggestions to this service without any pre/post processing 

implies the generation of a vector of suggestions with n tags, where some tags are representative 

according to the initial query but they are not usually representative enough for a domain-based 

recommendation. In order to partially reuse this service and avoid non-representative tags our system 

pre-filter the queries and filters the external suggestions according to the existing domain. 

Taking into account the main features and highlights of the aforementioned works, we have 

extracted the top features, which a domain less automatic collaborative tagging technique should have, 

see Table 2. 

Feature 

Multilingual 

Collaborative 

Domainless (No Specific Domain) 

Not Suffering from Cold Start (No Training Required) 

NLP Techniques 

Querying to Ontologies 

Querying to Folksonomies 

Table 2 Recommender Criteria 

3     A Multilingual - Domainless Automatic Collaborative Tagging Methodology 

In this section, a detailed description of the proposed methodology is provided. The methodology is 

divided in two main stages: 1) the automatic tagging engine that is in charge of text normalization, 

keyword extraction, and tag enrichment and 2) the recommendation tagging engine, which uses the 

outcomes of the first stage to finally generate tag suggestions in a certain context.  

3.1. Automatic Tagging Engine 

The automatic tagging engine is also comprised of two phases. Firstly, the extraction phase which 

consists of tag extraction based on the document structure applied to an existing dataset. Afterwards, 

the previous results are enhanced in the enrichment stage, querying to both folksonomies and 
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ontologies. As a result, a set of descriptive tags are generated by the automatic tagging engine. Before 

this process and as usual in any technique dealing with natural language, an optional but relevant step 

must be executed. This should be considered in order to clean the raw text, removing special 

characters, stop-words and so forth. The aim of this cleaning is to decrease the potential noise and to 

avoid the spreading of these non-useful lemmas to further stages. 

 

Figure 1 Workflow of a Multilingual - Domainless Automatic Collaborative Tagging Methodology 

A. Extraction Phase. This phase extracts tags from a document. It is composed of two different 

extracting techniques: 1) unigrams generation, it is performed by normalization and NLP, and 2) n-

grams generation, a refined combination of the aforementioned techniques.  

A.1. Normalization. This phase takes as input an information resource and produces a vector of 

unigrams. The first step is to split words at punctuation characters, removing punctuation marks and 

other delimiters. Then, each token is turned to a lower case. Tokens with less than three characters are 

removed as they are usually irrelevant for the results [31][32]. Finally, tokens are filtered according to 

a stop-word set (depending on the language common stop-words sets are available and can be 

configured), ending up with a clean set of unigram tags. 

For each tag the number of occurrences is counted, multiplying this number by a weight. 

According to the word position or appearance, the weight is calculated. Thus words appearing in the 

title or specific fields [33] will have more weight than the ones presented in the body or raw contents.  
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A.2. Natural Language Processing. As Bohemia et al. [27] pointed out, keywords are usually 

formed by nouns, adjectives or present & past participles. This filtering technique consists on 

modifying the weight of a tag based on its morphosyntactic type. 

Firstly, for each keyword, its Part Of Speech (POS) tag is calculated. Based on it, adjectives, 

nouns, and participles are stored according to their grammatical category. A small set of blacklisted 

POS tags are then removed while the rest continue to the next step. Finally the value of each tag is 

increased based on the vector in which they are stored. 

A.3. Clustering. The combination of Normalization and NLP techniques provides a fast and simple 

method to suggest single-word tags. In some cases, unigrams cannot provide enough semantics, due to 

the simplicity of the meaning which can be supplied by an isolated word. As a consequence the use of 

n-grams, more specifically bigrams, or even short sentences are techniques that can be applied to 

improve the potential final set of suggestions. 

 
Figure 2 Ongoing Example (Top-12 Tags) 
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The first step to generate n-grams consists in splitting the text into clusters from 1 to ĸ tokens. For 

each cluster, POS tags are generated. Next, they are analyzed from the edges, removing non-suitable 

tokens, until a valid one is found. This process is performed once for each edge, removing the whole 

cluster if all of the tokens are no-suitable. Finally, as in the normalization for each cluster the number 

of occurrences is counted, multiplying this number for a weight. 

B. Enrichment Stage. The enrichment stage receives a vector of tags as payback from the extraction 

stage. In this stage, tags are enriched by making queries to both ontologies and folksonomies. 

B.1. Querying to Ontologies. This technique consists on enriching tags obtained by suggesting 

synonyms querying to the WordNet [34] dictionary, version 3.0. 

Each tag is looked up in WordNet, if the tag is in the dictionary, its synonyms are retrieved, if not, 

the stage is finished. Each synonym is checked if it is within the vector of tags, if this happens, the 

tag’s weight is increased, otherwise the synonym is added to the vector of tags with a default value.  

B.2. Query to Folksonomies. As previous sections have presented, querying folksonomies can be a 

double-edged sword, on the one hand this technique increases the amount of representative words; on 

the other hand it can be unsafe because it can easily increase the amount of noise in the system. Taking 

into account this critical point, the proposed methodology uses a chain of filters to enrich only those 

words over a given percentile (this parameter has as default value of 50 in order to skip the 50% less 

representative tags but it can be customized by the user in a latter feedback stage). Therefore, only 

representative tags are enriched, skipping those that do not provide an extra meaning. This filtering 

process, indirectly, helps to reduce the number of queries to external services, usually REST calls, 

reducing bandwidth consumption and execution time. 

Improving performance: Caching REST Calls. An underlying problem in the on-going approach 

lies in the time consumption when external services are requested to enrich or extend some of the 

words. Due to the fact that a single tag enrichment requires, at least, one external REST call, when the 

number of tags is big enough, the execution time can be overkill, even with the filters employed by our 

approach. 

In order to prevent this situation, a configurable cache has been added to anticipate and save 

previous results of REST requests, thus the system is able to avoid a big number of requests, reducing 

a lot of bandwidth consumption and execution time.  

In the particular case of Intranets or enterprise environments, where the amount of processed 

documents is considerable, the use of a cache speeds up dramatically the process, given that a huge 

amount of words will be stored within the corporate cache, reducing querying time.  

3.2. Recommendation Tagging Engine 

The main aim of the Recommendation Tagging Engine, is to suggest tags based on the previous 

behavior of users. 

C. Recommendation Stage. An item-based recommender algorithm has been selected for making 

suggestions. This algorithm recommends tags based on how similar items are to items [35], employing 

as similarity measure the Tanimoto Coefficient [36][37]. Furthermore the methodology has been 

designed to easily support the addition of new algorithms being technologically independent of the 
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recommendation technique. The main idea is: if a set of tags, for instance “wikipedia” and 

“encyclopaedia” are tagged together on several documents, the recommendation engine would suggest 

“encyclopaedia” if “wikipedia” is presented and vice versa. 

The main drawback of this approach is that when the system is “cold” [17], the recommendation 

engine cannot work properly. In a pure recommendation engine, this can become a serious problem 

due to the sole reliance on these techniques. That is why a “hybrid” approach combining the automatic 

tagging engine with the recommendation tagging engine has been designed. Therefore, when the 

suggestion engine is cold, the automatic tagging engine still works underneath, providing results. 

Example. The word “canary” has at least three different meanings, a domestic and colorful bird, 

the Spanish Archipelago in the northwest coast of Africa and a development version of the popular web 

browser, chromeh. In different scenarios, the recommendation engine should behave suitably to them, 

recommending tags based on their meaning according to the system's context. For instance in an e-

learning system used for biology lessons, it would recommend tags related to that field, such as “bird”, 

“animal” or “pet”. In a travel agency, it would recommend tags like “islands”, “tourist” or “Spain” and 

finally in a technology blog it would suggest tech tags such as “Chrome”, “web browser” or “Google”. 

D. Persistence Stage. Once a set of tags is presented to the final user, she is able to decide whether to 

pick some of the provided tags or to add new ones that are stored as feedback for future 

recommendations. 

4     Description of the ACOTA System 

We developed a library called ACOTA (Automatic Collaborative Tagging). It consists of two main 

components, the Core Component which provides the Automatic Tagging Engine, and the Feedback 

Component, which provides the “collaborative” and “recommendation” capabilities. Both, Core and 

Feedback components can be used as standalone projects or can be combined together to take 

advantage of the features provided by each module. 

The two components are comprised by a set of enhancers, each enhancer relates to a specific 

methodology’s step, as it is shown in Table 3. An enhancer consist in a set of custom features built 

upon several tools and/or libraries. 

Phase Stage ID ACOTA Component 

Automatic Tagging engine Extraction A.1 Core 

Automatic Tagging engine Extraction A.2 Core 

Automatic Tagging engine Extraction A.3 Core 

Automatic Tagging engine Enriching B.1 Core 

Automatic Tagging engine Enriching B.2 Core 

Recommendation Tagging Engine Recommendation C.1 Feedback 

Recommendation Tagging Engine Persistence D.1 Feedback 

Table 3 Mapping between the proposed methodology and ACOTA 

                                                           
h https://www.google.com/intl/en-419/chrome/browser/canary.html 
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4.1. Core Component 

This component enables and supports Automatic Tagging Engine, it includes a set of Enhancers which 

provides features as term extraction, natural language processing and querying to both ontologies and 

folksonomies. 

A. Extraction Stage. The extraction stage is performed by the combination of LuceneEnhancer, 

OpenNLPEnhancer and TokenizerEnhancer implementing Normalization, NLP and Clustering phases, 

respectively. 

A.1. Normalization. LuceneEnhancer implements the normalization stage and it extracts unigrams 

from an information resource, normalizing the result. This Enhancer is implemented using Apache 

Lucenei in order to process the input text, removing stop-words and punctuation, among others. 

A.2. Natural Language Processing. The Natural Language Processing phase is implemented by 

OpenNLPEnhancer. It uses the Apache OpenNLPj library to translate words into POS tags. This POS 

tags are used in order to apply filtering techniques which modifies the tag’s weight, based on the 

morphosyntactic type of the tag. 

A.3. Clustering. TokenizerEnhancer implements the Clustering phase, it employs more advanced 

natural language processing and extraction techniques in order to extract n-grams. As POS tag 

translator, this enhancer has also been implemented using the Apache OpenNLP library. 

 

Figure 3 ACOTA’s Architecture 

B. Enrichment Stage. This stage consist in making queries to ontologies and folksonomies, in order to 

enrich the set of tags provided by the extraction stage. This stage uses two enhancers: Wordnet 

(WordnetEnhancer) and the Google Complete API (GoogleEnhancer). 

                                                           
i http://lucene.apache.org 

j http://opennlp.apache.org 
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B.1. Querying to Ontologies. It requires the WordNet dictionary to provide synonyms for English 

tags. It employs the Java Wordnet Interfacek (JWI) capabilities to mount dictionary files directly on-

disk, thus English tags are processed by these Enhancer in an isolated mode. Due to the flexibility of 

this implementation the support for new languages can be easily added configuring the Wordnet 

dictionary. 

B.2. Querying to Folksonomies. It uses Google Completel service as a folksonomy, enriching the 

results with new tags. This folksonomy, suggest the top ten most used queries on Google, by a given 

set of words, in our case the tag to enrich is used as the query.  

As it has been previously explained, the prototype employs an optional caching system, in order to 

reduce bandwidth consumption and execution time. As caching system we have employed 

Memcachedm, a high-performance and distributed memory object caching system. 

4.2. Feedback Component 

This component corresponds with the Recommendation Tagging Engine and it is divided in two sub-

components, a recommendation engine which allows the system to recommend tags based on previous 

users behavior within the system, and a persistence system, which stores the users’ feedback, enabling 

improvements in the accuracy of the recommendation engine. 

C.1. Recommendation Engine. The LabelRecommenderEnhancer implements the 

Recommendation Stage, it suggest tags based on previous users behavior. This Enhancer is 

implemented using Apache Mahoutn, a machine learning library which includes a predefined set of 

algorithms. The current prototype uses a customized version of the Mahout’s item-based 

recommenders, with the aim of taking advantage of a well-known technique, focusing on 

recommendations and employing documents as users and tags as items. 

D.1. Persistence. Existing machine learning libraries require a persistence system based on 

different formats. In the case of Mahout, previous data is stored in a relational database, more 

specifically in a table containing the tuple (document, item, weight). The system has been designed to 

avoid database-lock in and other vendors or storage systems can be easily plugged to ACOTA such as 

MySQLo, MariaDBp and PostgreSQLq and also NOSQL systems like MongoDBr. 

4.3 Extending ACOTA 

                                                           
k http://projects.csail.mit.edu/jwi 

l https://www.google.es/ 

m http://memcached.org 

n http://mahout.apache.org 

o http://www.mysql.com/ 

p http://mariadb.org/ 

q http://www.postgresql.org/ 

r http://www.mongodb.org/ 
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ACOTA was built taking extensibility into account; therefore it can be easily extended in two different 

ways. On the one hand it can be extended by adding support to other languages. This can be performed 

configuring the proper OpenNLP and/or WordNet files for the desired languages. On the other hand 

ACOTA can be extended creating new enhancers that supports novel functionalities by extending 

ACOTA-seed. 

4.4. ACOTA in action 

There is an available demo of ACOTA running at Herokus, see Figure 4, in the following URL 

http://acota.herokuapp.com . This demo generates a set of tags from a body and a title inserted by the 

user. It also enables the modification of parameters used by default. In addition to this, the web site 

includes information and tutorials about how to use ACOTA as a library or as a WebSocket Service. It 

is also important to emphasize that it is an open source project under the Apache 2.0 license and can be  

located in: https://github.com/weso/acota-{component} (where component is: core, seed, feedback, 

utils and web). 

 
Figure 4 Screen capture of ACOTA demo. 

                                                           
s https://www.heroku.com/ 

http://acota.herokuapp.com/
https://github.com/weso/acota-%7bcomponent%7d
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5     Turning ACOTA into a Web Architecture 

In this section we present the conversion performed to turn ACOTA, a non-web library, into a web 

application.  

ACOTA is comprised by six different steps, each single step receives as entry the output of the 

previous one. The amount of time required by each step is quite short, but B.2. Querying to 

Folksonomies and C.1. Recommendation Engine may take an extra time, depending on the number of 

cached tags and/or the number of records within the database. Therefore, the implementation of 

ACOTA must take these points into account. 

5.1. REST API vs. WEBSOCKET API 

The first question we had to face was how users are supposed to consume the ACOTA web API. Users 

will send a triple (URI, title and content) and the API answers a set of tags comprised by a triple (tag, 

weight, language). We considered two possibilities for the API implementation: a REST based API 

and a WebSocket API. 

Representational State Transfer is a pattern of resource operations that has emerged as a de facto 

standard for service design in Web 2.0 applications [38]. The first implementation (R.1) used a single 

REST call to process all the steps, but as the processing of all the steps may take some time, the user 

would have to wait until the tags were sent back. From a user interface (UX) point of view, making the 

user waiting is not practical, since it breaks the “ensuring visibility of system status” heuristic [39]. 

Therefore we designed a second solution (R.2), which separates each step process in an independent 

rest call and solves the waiting drawback. However, since the amount of data shared in each petition 

can be large (every single response can be comprised by several thousand of tags), it implies a 

bandwidth and time penalty. A third approach (R.3) would be to store in the server-side all the 

temporal results, but it breaks the stateless constraint of REST architectures [40].  

Approach Technology UX Constraint REST Constraint  Bandwidth 

Consumption 

Elapsed Time 

R.1 REST - + + - 

R.2 REST + + - - 

R.3 REST + - + + 

W.4 WebSocket + N/A + + 

Table 4 Studied Approaches to turn ACOTA into a Web Application 

WebSocket [41] is a technology which allows the system to keep an open connection between a 

client and a server, so both actors can send and receive asynchronous messages. This feature is really 

useful for real time applications.  

The final approach (W.4) takes advantage of WebSockets, so the server sends the results back to 

the client as they are computed. This approach keeps the “ensuring visibility of system status” 

heuristic, since the client receives information in real-time, updating the results as they are received. 

The use of WebSockets also reduces the size of the shared data, since the whole bunch of tags are kept 

in the server, and it just sends the top-12 tags of each step back to the client. Therefore the last 

approach suits our needs as can be seen in Table 4. 
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5.2. Actor Model & ASK Pattern 

Since ACOTA-WEB employs WebSockets, and there is a need to handle asynchronous messaging, we 

employed an actor model architecture [42] as the one used in the Erlangt programming language or the 

akkau framework. The present web-architecture is fairly simple: 1) Once the client sends a message 

with the triple (URI, title and content), the server side instantiates an actor which process every step 

sequentially. 2) Firstly the message-timestamp is stored within an actor which works as a shared 

memory object. 3) The timestamp is spread from one step to another with the aim of checking if the 

current actor is the last one instantiated (If it is not, it means that the client has sent a new triple, so the 

current actor is dismissed). 4) Once a step is computed and it is checked that there are no new 

messages, the results are sent back to the user. This checks are crucial, since it works as a lock, 

checking that the messages sent back to the client are the ones provided by the most recent triple. 

6     A Corporate Knowledge Management case of study 

Treelogic S.L. is a Spanish company which provides customers with information and communication 

technology-based solutions. Treelogic S.L. has a solution called Imaginn Watching, a research and 

development (R&D) technological watching tool. The aim of this solution is to be up to date with the 

latest trends in technology and business opportunities within their sector. 

Technological watch consists [8] in “watching” regularly similar areas such as legal, social, 

technological or environmental in order to have the company’s internal information up to date and 

ready to be consulted by the company’s decision-makers. 

Feature ACOTA Brooks AutoTag TagAssist Dostal 

Multilingual + - -, partial - - 

Collaborative + + + + + 

Domainless 

(No Specific Domain) 

+ -, Requires Training -, Requires Training -, Requires Training + 

Not Suffers from Cold Start 

(No Training Required) 

+ - - - - 

NLP Techniques + - - + + 

      Querying to Ontologies + - - - - 

Querying to Folksonomies + - - - - 

Table 5. Collaborative Tagging Technique for assisting corporate knowledge management criteria 

This kind of tool requires handling and organizing vast amounts of data that usually comes from 

the Internet sources in a variety of languages. The domain of the data is weak and is constantly 

changing as new terms, technologies and business opportunities are coined regularly [43]. All this 

                                                           
t http://www.erlang.org 

u http://akka.io 
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information is created and consumed by workers from the different areas in the company in a 

collaborative way.  

These technological-watch requirements fit with the multilingual-domain less automatic 

collaborative tagging features described in Section 2. Multilingual support, collaborative capabilities, 

the possibility to enrich the data with external sources of information (such as folksonomies, 

ontologies and so forth) and the lack of domain specific, cold start and the necessity of training the 

tagging engine, are the requirements that Treelogic S.L. have looked to fulfill with ACOTA. Table 5 

shows how ACOTA and the previous studies satisfy the aforementioned features.  

7     Research Evaluation 

7.1. Design of the Experiment 

In order to evaluate the results we use two different evaluation criteria, precision and recall [44]. 

Precision (1) is the fraction of retrieved tags that are relevant, in this case, the fraction of proposed tags 

which matches with the tags tagged by the real users. 

 

Recall (2) is the fraction of relevant tags that are successfully retrieved. 

 

 

 

In both evaluation criteria we have employed the top-12 tags from the suggestions vector. 

Measuring precision at 12 retrieved results is referred as precision@12 (read ‘precision at 12’) and 

measuring recall at 12 retrieved results is referred as recall@12 (read ‘recall at 12’). Following a 

similar Mishne et al. [19] approach, it was assumed that if users do not find an accurate tag within the 

top-12 tags, they would skip the search and probably they would probably end up self-adding a new 

one. 

7.2. Sample 

We have employed a private dataset comprised by a set of 483 tagged documents and 1049 tags. This 

dataset has been provided in the context of a research project by the company Treelogic S.L. It is a 

slice of its research & development technological watching system and it has been generated by its 

workers in daily activities. These documents are both in English and Spanish, however the number of 

Spanish documents is bigger than in English. These information resources are in a variety of lengths 

and formats (e.g. plain text, HTML & XML) including typical data heterogeneities (e.g. special 

characters). The data was not pre-processed or cleaned trying to simulate the whole real scenario. 

7.3. Results and Discussion 

The precision@12 are presented in Figure 5 and the recall@12 statistics in Figure 6.  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑀𝑎𝑡𝑐ℎ

  𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑇𝑎𝑔𝑠  
=

  𝐷𝑎𝑡𝑎𝑠𝑒𝑡 𝑇𝑎𝑔𝑠 ∩  𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑇𝑎𝑔𝑠  

  𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑇𝑎𝑔𝑠  
 (1) 

(2) 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑀𝑎𝑡𝑐ℎ

𝐶𝑜𝑢𝑛𝑡
=

| 𝐷𝑎𝑡𝑎𝑠𝑒𝑡 𝑇𝑎𝑔𝑠 ∩  𝑅𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑒𝑑 𝑇𝑎𝑔𝑠 |

| 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑇𝑎𝑔𝑠 |
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Figure 5 Precision@12 Values 

 
Figure 6 Recall@12 Values 

A. Extraction Stage As it was expected, the results show that the combination of Normalization + 

NLP and Clustering obtains the highest precision and recall values. Since the test data is comprised by 

unigrams and n-grams and these techniques are focused on recommending unigrams and n-grams 

respectively. The whole set of tags cannot be matched by each separated technique, due to the 

composition of the test data. 
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B. Enrichment Stage. The dataset contains a small percentage of English documents, as a 

consequence, querying to ontologies has almost no effect on the results. In contrast, querying to 

folksonomies increases dramatically both precision and recall.  

C. Recommendation Stage. Starting from an empty database, in order to compute this value, as the 

satisfactory matches were found, they were used to feedback the system according to a chronological 

order with aim of simulating the real user’s behavior. Thus the outcome of this stage serves to increase 

the number of positive matches and therefore the accuracy of future recommendations avoiding the 

cold-start.  

 
Figure 7 Relative precision and recall Values 

It is worth mentioning that the test data contain a certain proportion of tags which make reference 

to temporal events, internal projects or even personal matters. Therefore, the number of measurable 

tags are slightly reduced, and even a very large folksonomy such as Google Complete API is not able 

to suggest these unmatched tags. 

As it can be appreciated in both figures, recall@12 has low values. Due to the fact that the dataset-

provided contains 1049 tags for 483 documents, the average of tags per documents is near 2.1718. 

Thus, the ideal recall@12 value would be 0.1810 (1049 tags tagged by experts per 5796 tags suggested 

by our system, 12 by each document). Therefore, the recall values are quite accurate, reaching values 

of 44.31%. 

The precision and recall values obtained by ACOTA are quite moderate, so we decided to compare 

them with the results of the studied works (taking the best precision & recall values of their studies), 

see Figure 7. On the one hand the precision values are over the average of the studied works, on the 

other hand the recall values are below the average but even in this case, since the ideal recall value 

(0.1810) is too low, it is still also lower than the aforementioned average results. 
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8     Conclusions and Future Work 

We have proposed a methodology for tagging multilingual documents in a semiautomatic way, 

employing extraction, enrichment and user-behavior recommendation techniques. Our methodology 

transfers the final decision of choosing the proper tag to the user, so if the recommended tags are non-

suitable to him, he would add a new one giving feedback to the system. This feedback allows the 

recommendation engine to improve the results based on the previous behavior of the users. 

We have also implemented a reference system called ACOTA. It was tested against production 

data from a research and development technology watching tool. Despite the considerable amount of 

internal and temporal tags, valid results have been obtained. This methodology and its implementation 

help knowledge workers to minimize the categorization-act effort providing a tool for better 

information resources classification within a knowledge organization. 

As future work, we have considered increasing the amount of native languages, since English and 

Spanish are now supported; new languages can be added in order to internationalize the methodology 

and ACOTA as much as possible.  

Another issue that we have taken into account is to improve the performance of the system. 

Although the system has a good performance with regular documents, it suffers when real-time (in 

terms of milliseconds) suggestions must be done processing large documents that contain several 

thousands of words.  
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