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For mobile Web applications one needs to take into account context characteristics (such
as the device capabilities, the network QoS, the user preferences, and the location) to
meet the constraints of the client and guarantee a satisfying interaction with the user. A
major issue in this framework is that, in real world scenarios, the number of adaptation
requirements can change and increase very rapidly. Therefore, a relevant problem is the
definition of effective methods for choosing efficiently the most suitable adaptation for
a given context. To this aim, we propose in this paper a new cluster-based approach
that automatically classifies the contexts on the basis of their characteristics: at a logical
level, each class corresponds to contexts that require similar adaptations. We show that
this classification strongly alleviates the adaptation process. The approach relies on a
metric distance that is used to compare contexts and on a threshold that provides a
reference to group them. Each context in a cluster is associated with the adaptation
that best matches with the context requirements. We also illustrate an implementation
of our approach and a number of experimental results that support its validity. Semantic
Web design principles and enabling technologies are important ingredients of the overall
framework.

Keywords: Web based Information System, Adaptive application, Clusterization, Se-
mantic Web, RDF

1 Introduction

The World Wide Web has become the universal interface to information and, as result of
this trend, the majority of information systems have been made available through the Web.
An information system based on Web technology is usually called Web Information System
(WIS) [1]. Some typical examples of Web Information Systems are e-commerce applications,
online newspapers, educational sites, order tracking systems, etc. WISs are characterized
by the fact that they provide the user with a hypermedia presentation of contents that is
generated automatically from data sources, which can be distributed over the Web.

Recently, given the large spread of mobile devices, we have witnessed a shift toward an
ubiquitous access to Web Information System. In this scenario, a very desirable feature is
the ability of the system to adapt and personalize content delivery according to the context
of the client, which involves the device capabilities, the network QoS, the user preferences,
the location, and so on. Web-based systems that take into consideration personal, technical
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and, more in general, environmental characteristics in order to improve the interaction are
usually referred as adaptive or context-aware Web systems. An important point that needs
to be taken into account is that this scenario is very dynamic: many users with different
preferences can be enabled to access the application, several and unpredicted types of access
devices can be used, alternative network connections with varying quality rates can be made
available, and so on. Moreover, the technology used to implement the adaptation can be
changed and this should have a limited impact on the overall application. It follows that the
adaptation process should guarantee a high level of flexibility in terms of fast responsiveness
to rapidly changing requirements of adaptation and suitable actions to be undertaken to meet
these requirements. In particular, the fundamental problem is how to select efficiently an
effective adaptation that best fits the context requirements. Many approaches often demands
this problem to the lower level, by proposing specific optimization techniques that aim at
generating rapidly the adaptation on the basis of certain aspects of the context [2, 3, 4, 5].
The optimization is often based on caching frequently generated adaptations at the end of
their elaboration.

In [6], we have proposed a comprehensive methodology for content adaptation that does
not depend on a particular class of adaptation requirements. The methodology is based on a
general context model that can be used to represent a variety of context components, called
profiles, at different level of details [7]. The analysis of a profile (e.g., the profile of the access
device) allows the generation of an abstract description of the various layers of a Web interface
(content, navigation and presentation) that meets the adaptation requirements of the profile.

In this paper we extend this approach by introducing a clustering technique aimed at
making efficient the adaptation process. Clustering is an unsupervised classification method
widely used in Web usage mining, with the main objective to group a given collection of
unlabeled objects into meaningful clusters [8, 9, 10]. In the Web domain the objects can
be Web documents, references to Web documents, or user visits. Previous work includes
text-based [11] and link-based methods [12]. In our approach, clustering is used to automat-
ically classify the contexts of the clients on the basis of common characteristics. At a logical
level, each class corresponds to contexts that require similar adaptations and it turns out
that this classification strongly alleviates the adaptation process. The clusterization relies on
a computationally efficient threshold-based distance metric between profiles that allows the
identification of an effective set of clusters. This set is managed efficiently by means of a pre-
defined set of operations (insertion, deletion and merge) that try to keep balanced the clusters
in a set. The approach presented in this paper have been implemented in a practical tool
for the adaptation of content delivery in Web Information Systems, which we have developed
at Roma Tre University. The validity of the approach has been confirmed by a number of
experimental results performed with our tool.

A fundamental aspect of our approach is the adoption of conceptual and practical princi-
ples of the Semantic Web. At the conceptual level, ontologies are used to model context data:
this simplifies strongly the management of shared knowledge represented in heterogeneous
models and languages. At the practical level, the implementation makes use of Semantic
Web enabling technologies. In particular, data and metadata are conveniently represented
and managed using the RDF language, a major component of the Semantic Web, and Jena,
a Java based technology for building Semantic Web applications. It should be said that, be-
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cause of its relative novelty, there are very still few model-driven WIS design methodologies
and tools that make use of technologies for the Semantic Web.

The remainder of this paper is structured as follows. Section 2 provides an overview of
the related work by investigating existing methodologies and tools for the adaptation of WIS
and presents a scenario of reference. Section 3 briefly introduces our modeling approach.
Section 4 illustrates the notion of adaptation cluster and define an effective distance metric
between contexts. Section 5 shows efficient algorithms to initialize and maintain an effective
set of clusters by means of a threshold level. Section 6 presents a practical implementation
of our approach. Section 7 illustrates a case study and some experimental results testing
the efficiency and effectiveness of the clustering. Finally, Section 8 concludes the paper and
sketches future works.

2 Related Work

2.1 Adaptation of Web applications

Various methodologies have been proposed for the development of hypermedia applications [13],
including HDM [14], RMM [15] and OOHDM [16]. Most of them tackle also the problem of
modeling adaptive Web applications by means of rules or filters that specify the adaptation.
The Hera methodology [17] provides a notation for the representation of slices and links,
which are the basic model elements of the application model. This model is used to represent
the navigation structure and presentation aspects of the Web application. Adaptation is ei-
ther modeled explicitly, by specifying different choices with links and alternative sub-slices,
or implicitly, through a rule-based adaptation model. Rules can be invoked recursively but
determinism and termination are guaranteed. The OO-H approach [18] proposes the use of
personalization rules. These rules are associated to the links of the navigation model and
this implies that the adaptation is performed at runtime, during the navigation. Similarly,
an adaptation specification language is used in WSDM [19] to specify the adaptations of
the navigation structure to be performed at runtime. Adaptation rules can be defined in-
dependently of the navigation and both on single elements (node, link) and on groups of
elements. Another approach is OOHDM [20], which separates the adaptation from the nav-
igation by adding a special class for each navigation node that requires an adaptation. Ceri
et al. [21] propose a method for the adaptation of Web applications that focus on user in-
teraction: event-condition-action (ECA) rules are used to specify adaptivity actions, mainly
at the navigational level, to be undertaken when events, consisting in a page request, occur.
Another approach uses an aspect-oriented modeling approach, a novel means to improve the
modularity of software models [22]. Here the designer can dynamically personalize various
visible aspects of an hypermedia application according to individual user needs, preferences
or knowledge [23]. In UWE [24], the customization of a Web application is also specified by
means of ECA rules. These rules are activated by events, such as the change of the bandwidth,
but a precise definition of rule activation is not given. Koch et al. [25] use a conservative ex-
tension of the UML metamodel for Web engineering. Finally Dolog et al. [26] model adaptive
navigation using UML state diagrams.

In [6] we have also proposed a rule-based technique for the adaptation of data delivery
in Web application. Differently from the approaches cited above, our adaptation rules are
activated by a context rather than by an event (e.g., a user action). These rules can be used
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to specify complex adaptations. Conversely, most of the previous works on adaptive Web ap-
plications have focused on fairly simple adaptations (e.g., automatically creating shortcuts in
the site) and on personalizing a Web site to suit the needs of each individual user. Moreover,
the majority of the above mentioned approaches provide specific solutions that are suited for a
particular class of predefined adaptation requirements: most of them consider device charac-
teristics and user preferences and allow the designer to describe their effect on navigation and
presentation. This makes not exactly trivial the addition of a new adaptation functionality.
In other words, in these approaches it is hard to take into account new aspects of the context
and modify the adaptation accordingly. Conversely, we have addressed the problem from a
generic perspective aimed at providing a uniform and general solution to diverse requirements
of adaptation, possibly not known in advance.

2.2 Applications

Two of the most popular applications of Web based systems nowadays are e-learning and
e-commerce and a wide range of recent research efforts on adaptability of Web based systems
focus on them. In order to provide an adaptive behavior to these applications, the systems
must be able to accommodate widely varying service demands. Many techniques focus on
the adaptation according to the user navigation and rely on Web mining approaches [27]. An
explicit and dynamic representation of the user is usually maintained in these approaches [28,
29]. However, the adaptation can be influenced not only by user preferences, but also by many
other aspects such as the capabilities of the access mechanism, the network quality rate, the
localization and so on [30]. In this scenario, the adaptation process can be rather involved
given the large number of context information that can be taken into account and the fact
that the requirements of adaptation can be very different and change rapidly. For this reason
we have focused on an optimization strategy that is able to choose efficiently the adaptation
that best fits context requirements, even in an involved situation.

Our approach relies on clustering, a technique often used in many areas for a wide range of
problems including graph theory, business area analysis, information architecture, information
retrieval. Clustering can be meant as the grouping of large amounts of objects in clusters, in
such a way that the objects in one cluster are closely related compared to the relationships be-
tween objects in different clusters. There are various approaches to clustering: Wiggerts [31]
surveys different methods and classifies them in four categories: graph theoretical algorithms,
construction algorithms, optimization algorithms, and hierarchical algorithms. In the area
of Web information systems, the objects to classify are Web documents, references to Web
documents, or user information (i.e. accounting or visits). Conversely, in our approach a
cluster represents a grouping of context information that require similar adaptations. To our
knowledge, clustering has never been used for the optimization of content delivery adapta-
tion in Web information systems. Indeed, it turns out that the method largely improve the
efficiency and effectiveness of the entire adaptation process.

3 The adaptation approach

In this Section we give an overview of our approach to content adaptation [6, 7]. We first
introduce two logical concepts on which it is based: (i) the profile, a component of the
context that influences the adaptation, and (ii) the configuration, a possible outcome of the
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adaptation. We then illustrate the adaptation technique, which basically consists of generating
a suitable configuration for a given set of profiles.

3.1 Profiles

A profile is a description of an autonomous aspect of the context in which the Web site is
accessed and that should influence the structuring and presentation of its contents. Examples
of profiles are the user preferences, the device capabilities, the location, and so on. A dimen-
sion is a property that characterizes a profile. Each dimension is described by means of a set
of attributes. For instance, a profile for a client device can be represented by means of the
hardware, software, and browser dimensions. The hardware dimension can be described by
means of attributes like CPU, memory, and display. Attributes can be simple or composite.
A simple attribute has a domain of values associated with it, whereas a composite attribute
has a set of (simple or composite) attributes associated with it. For example, the display
attribute can be composed by the simple attributes width and height.

In order to guarantee an homogeneous representation of different contexts, we assume that
dimension and attribute names are always taken from a fixed top ontology [32, 33, 34]. This
ontology describes the concepts that can be involved in a context, but does not constraint
the structure of the context itself. The ontology is represented using the OWL language [35]
and, for simplicity, make use of part-of relationships only. This makes the approach easily
extensible, scalable, and compliant to the Semantic Web.

Context

---

Device Profile

Location Profile

Hardware

CPU

ColorCapable

ScreenSize

Software OSVersion

MIMEAccept

OSName

---

GPS position

Longitude

Latitude

---

---

---

Fig. 1. The ontology of reference for the context model.

Therefore, we fix a vocabulary V = {D,A} where D is a set of dimension names and A
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is a set of (simple and composite) attributes names, all of them taken from a shared top
ontology, partially shown in Figure 1. We denote by D(A1, . . . , An) a dimension definition,
where D ∈ D and Ai ∈ A, for 1 ≤ i ≤ n. If Ai is a simple attribute, then it is associated
with a set of values called domain, otherwise, it has associated with a set Ai1 , . . . , Aik

of
(sub-)attributes.
Definition 1 (Profile and context) A (generic) profile P over a set of dimension defi-
nitions D1(X1), . . . , Dn(Xn) is function that associates with each simple attribute of every
dimension a value taken from its domain. A context is a collection of profiles.
Examples of profiles are represented graphically in Figure 2. Profile P1 has an hardware, a
software, and a Category dimension. The hardware dimension has three attributes: CPU,
memory, and display. The composite attribute display is composed by the simple attributes
width and height.

An important aspect of our model is that different profiles can be compared making use
of a subsumption relationship �. Intuitively, given two profiles P1 and P2, if P1�P2 then P2

is more detailed than P1 since it includes the attributes of P1 at the same or at greater level
of detail.

More precisely, we first say that an attribute A of a profile P is covered by an attribute
A of a profile P ′ if either they are simple and P (A) = P ′(A), or they are composite and for
each sub-attribute Ai of A in P there is a sub-attribute Aj of A in P ′ such that Ai is covered
by Aj . The subsumption relationship is then defined as follows.

Software

OS
Name

P
1

Pocket Pc

CPU

Hardware

display

width height

800 640

PXA270

Memory

64MB

OS
Version

2003SE

type

PDA

Conne
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GPRS

Model

6340

Category

Software

OS

Name

P
2

Pocket Pc

Hardware

display

width height

800 640

type

PDA

Category Category

type

P
3

PDA

Complex
Attribute

Dimension

Profile

Simple
Attribute

Basic Primitives

Complex
Attribute

Dimension

Profile

Simple
Attribute

Basic Primitives

Fig. 2. Subsumption between profiles.

Definition 2 (Subsumption) Given two profiles P1 and P2, we say that P1 is subsumed by
P2, P1�P2, if for each dimension d of P1 there is a dimension d′ of P2 such that for each
attribute A of d there is an attribute A′ of d′ that covers A.
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As an example, given the profiles reported in Figure 2, we have that P3�P2�P1. It is easy
to show that � is a partial order relationship over profiles, as it is reflexive, antisymmetric
and transitive. Therefore, we can define two binary operations on profiles: the meet (�) and
join (�). Intuitively, given two profiles P1 and P2, the meet represents the greatest profile
including the information in common between P1 and P2, whereas the join represents the
least profile including all the information of both P1 and P2.

Definition 3 (Meet) The meet of two profiles P1 and P2, denoted by P1�P2, is a profile P

such that, P�P1, P�P2 and, for each profile P ′ �= P such that P ′�P1, P ′�P2, it is the case
that P ′�P .

Definition 4 (Join) The join of two profiles P1 and P2, denoted by P1�P2, is a profile P

such that, P1�P , P2�P and, for each profile P ′ �= P such that P1�P
′, P2�P

′, it is the case
that P�P ′.

As an example, given the profiles reported in Figure 3, we have that P6 = P4�P5 and
P7 = P4�P5.

P
6

Software Hardware

displayOSName

width height

P
4

Hardware

display

width height

800 640800 640

Win

CPU

P
5

Hardware

display

width height

800 640

PXA270

Software

OSName

P
7

Win

CPU

Hardware

display

width height

800 640

PXA270

Meet

Join

Fig. 3. An example of Meet and Join between profiles.

3.2 Configurations

The notion of configuration is used in our approach to describe, in abstract terms, a suit-
able adaptation [36, 6]. According to the classical organization of a Web resource (content,
navigation, and presentation) [37], a configuration has three components: a content view (for
adapting the content), an hypertext definition (for adapting the navigation), and a logical
style sheet (for adapting the presentation).

A content view corresponds to a selection of contents extracted (dynamically) from the
underlying database and is represented by a first order formula expression. An hypertext
definition describes a way to organize the elements of the content view into a hypertext and,
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basically, is organized in a set of pages composed in turn of a set of units. A unit represents
an atomic portion of a linked page and includes a direct reference to the elements of a content
view from which it takes data. Finally, a logical style sheet describes the layout of the pages
mentioned in a hypertext definition. It is based on a predefined set of Web object types (such
as text, image, video), each of which is associated with a set of presentation attributes that
identify possible styles (e.g. font, color, spacing, position) that can be specified for them.

As an example, a graphical representation of a configuration C = (v, h, s) is given in
Figure 4. In this Figure: (i) the content view v has been represented by the source (a
relational databases), the target (a view over the source), and by an arrow labeled with the
selection condition, (ii) the hypertext definition h by a site view (according to the hypertext
model proposed by [37]), and (iii) the logical style sheet s by a table. A textual representation
of C is reported below.

q = {T : x1 ,S : x2 ,P : x3 ,C : x4 ,D : x5 , JN : x6 |
NewsItems(N : x0 ,T : x1 ,S : x2 ,D : x5 ,G : x7 , J : x8 ),

Details(I : x0 ,P : x3 ,C : x4 ), Journal(J : x8 , JN : x6 ,C : x9 ) | x7 = Sport}
h = {Page HomePage [IndexUnit NewsIndex hierarchical (source Journal;

attributes JName; NEST News item attributes Title, Summary; orderby Title)],

Page NewsPage [DataUnit NewsData (source Selected news;

attributes Title, Date, Picture, Content; orderby Title)],

Link NewsToDetails from NewsIndex to NewsData parameters (Title = NT),

Link ToHome from NewsData to NewsIndex}
s = {Text( Font: Arial, ..., Border: 0pt), Link( Note: False, ..., Color: Blue),

Image( Format: jpeg, ..., Alignment: left)}

An important point is that a configuration is a logical notion that can be represented and
implemented in several ways. This property guarantees the generality of the approach with
respect to actual languages and tools used to implement the adaptive application.

3.3 Adaptation

Several solutions to the problem of content delivery adaptation have been proposed in the
literature [38]. In [6] we have proposed a novel approach to this problem in which special
adaptation rules are used to represent, declaratively, how to build a response to a user request
that meets the requirements of a given context. More specifically, an adaptation rule has the
form Pr : Cd ⇒ Cf where Pr is a parametric profile, Cd is a logical condition on the parameters
occurring in Pr, and Cf is a parametric configuration in which parameters occurring in Pr

can appear in place of values. The intuitive semantics of an adaptation rule is the following:
if the client has a profile Pr and the condition Cd is verified then generate the configuration
Cf .

For instance, let us consider a profile P1 describing the display’s size of a device such as
P1(Hardware(display(width : 800, height : 640))). Since P1 represents a device with limited
size of the screen, we need to decompose large Web pages and to resize text and images. This
operation can be represented by the rule shown in Figure 5: it describe the configuration to
generate under certain conditions of width and height of the display.
However, other approach can be used to generate the adaptation. In order to show the
generality of the clustering technique presented in the next Section, we just assume to have
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Border: 0ptSize: 10ptStyle: Normal

Color: TrueStyle: UnderlineColor: Black

Color: Blue

Font: Arial
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Link

Alignment: leftBorder: 0pt

Size: 178 x 208Size: 10pt

Format: jpegFont: Arial

ImageText

Border: 0ptSize: 10ptStyle: Normal

Color: TrueStyle: UnderlineColor: Black

Color: Blue

Font: Arial

Note: False

Link

Alignment: leftBorder: 0pt

Size: 178 x 208Size: 10pt

Format: jpegFont: Arial

ImageText

v

h

s

NK Summary JGenreDateTitleNK Summary JGenreDateTitle

News items

J CityJNameJ CityJNameContentPictureItem ContentPictureItem

Details Journal

PictureSummary JNameDateContentTitle PictureSummary JNameDateContentTitle

Selected news

Genre = ‘sport’

Home Page

News Index

Journal NEST News

NT:Title

News Page

News
[Title = NT]

News Data

Fig. 4. A configuration C = (v, h, s).

some adaptation method at disposal and we will refer, hereinafter, to the following general
notion of adaptation.

Definition 5 (Adaptation) An adaptation is a function α that associates to a profile P a
configuration Cf = α(P ). We say in this case that Cf matches with P .

4 A Clustering Technique for Adaptation

In a real world scenario, the number of clients with different requirements of adaptation can
increase rapidly. It is therefore a challenge to guarantee an effective and efficient responsive-
ness of the adaptation system. To this aim, we now propose in this Section a new strategy
based on an automatic clusterization of profiles. Basically, each cluster represents a class of
profiles that presents similar adaptation requirements. The clusterization is inspired by a
method to efficiently classify XML documents on the basis of their structure [39]. We start
by illustrating an overall adaptation process and then focus on the clusterization phase.

4.1 The Adaptation Process

Initially, we fix: (i) a default configuration C, which represents a basic Web interface of our
Web application, (ii) an initial set of adaptation rules, each of which captures the criteria of
adaptation for a basic profile, and (iii) a precedence partial order on the rules.

The process of content adaptation is graphically illustrated in Figure 6 and can be sum-
marized as follows:



R. De Virgilio, R. Torlone, D. Valeriano, and D. Di Federico 369

R = Pd(Hardware(display(width : Y, height : Z))) : Y > 500 � Z > 300 ⇒
( { Ti ,Su,Da,Co | NewsItems(NK ,Ti ,Su,Da,Ge, Ju),

Details(NK, P i, Co) | true},
{ Page News { IndexUnit NewsIndex (Attributes Title, Date;

OrderBy Date) },
Page Details { DataUnit ContentData(Attributes Title, Date, Content) },
Link NewsToDetails ( From NewsIndex To ContentData
Parameters NK ) },

{ Text( Color: Black, Size: 8pt), Link( Style: Underline, Color: Black),
Image( Size: Y · 0.5 × Z · 0.5, Color: true) } )

Fig. 5. An example of adaptation rule.

1. the context of the client is captured and represented as a set of profiles {P1, . . . , Pk}, one
for each coordinate of adaptation (e.g., the device, the user preferences, the location).
All the profiles are expressed in terms of the model presented in Section 3;

2. each profile Pi is stored into a dedicated repository in which profiles are clusterized
according to their similarity; in these clusters, each profile is associated with a configu-
ration that matches with it;

3. all the configurations Cf that match with each Pi are collected into a set SC that
includes the default configuration C (this guarantees that SC contains at least one
configuration);

4. all the configurations in SC are merged into a unique configuration C′ by using a prior-
itized composition operator;

5. the resulting configuration C′ is implemented into practical languages (e.g., SQL state-
ments at the content level, XHTML or JSP statements at the navigation level, and CCS
style sheets at the presentation level);

6. the adaptation statements are executed by the underlying systems and the final response
is generated.

The step 1 and the steps 3-6 of this process have been investigated in details in [7] and in [6],
respectively. In this paper we focus on the step 2. The goal is to extend the basic approach
proposed in [7] to make the adaptation selection more efficient and effective.

4.2 Clusterization of profiles

In our approach, a cluster of profiles is organized in a tree, defined as follows.

Definition 6 (Adaptation Cluster) An adaptation cluster C is a tree {NC , EC , rC} where

• NC is a set of nodes representing profiles,
• EC is a set of edges (ni, nj) such that ni�nj, and
• rC is the root.
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Fig. 6. The adaptation process.
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In a cluster, a profile P1 is parent of a profile P2 if P1�P2, therefore the root of cluster represents
the most general profile in the cluster. Each profile is associated with a configuration that
matches it. For instance, let us consider the cluster C in Figure 7. It represents the group of
profiles corresponding to hardware and software specifications of a device, at different levels
of details. In the following, we will use the following auxiliary functions.

• ρ(P, C) is a function that returns the parent of a profile P in a cluster C;
• Λ(P, C) is a function that returns the children of a profile P in a cluster C;
• λ(i, C) is a function that returns all nodes of a cluster C at level i, with i > 0.
• π(C) is a function that returns all profiles occurring in a set of clusters C.

As an example, if we apply the auxiliary functions above described to the cluster C in Figure 7,
we obtain: ρ(n3, C) = n1, Λ(n1, C) = {n2, n3} and λ(3, C) = n4.
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Fig. 7. An example of Cluster C.

To measure the similarity of two profiles, we propose the following metric distance.

Definition 7 (Distance between profiles) The distance between two profiles P1 and P2,
denoted by d(P1, P2), is defined as follows: d(P1, P2) = 1 − |P1�P2|

max{|P1|,|P2|} , where |P | denotes
the number of edges of a profile P .

It is easy to show that d(P1, P2) is a metric [40]. Basically, if the structure similarity of P1

and P2 is large, the distance between them is small, and vice versa. As an example, in the
cluster C in Figure 7, the distance between the profiles n2 and n4 is d(n2, n4) = 0.3.
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Now, given a set of adaptation clusters C and a profile P describing a new characteristic
of our client, or a modification thereof, the effective search of the configuration Cf that match
with P can be efficiently performed as follows.

• We select the cluster C ∈ C such that (i) rC�P , and (ii) the distance between P and rC
is minimum (step (1)); if there is no cluster whose root subsumes P then we return a
default configuration associated with the default profile Pdefault;

• Starting from the root of C, we return a configuration Cf as follows:

• if there is no child of the root rC of C such that rC�P , then we return the configu-
ration α(rC) associated with rC ;

• otherwise, we search in the sub-tree of C having as root the child n′ of rC such that
(i) n′�P , and (ii) the distance between P and n′ is minimum (step (2));

• when we find a profile n in C such that no child of n subsumes P , we return the
configuration α(n) associated with n (step (3)).

• The detailed algorithm is shown in Figure 8.

Input: P,C = {C1, ..., Cn}
Output: Cf

begin
n = Pdefault ;

(1) if there is C ∈ C such that rC � P and min(d(P,rC)) then
n = rC;
L = Λ(n,C);

(2) while L �= ∅ do
if it exists n′ ∈ L such that n′ � P and min(d(P, n′)) then

n = n′;
L = Λ(n, C′);

else L = ∅;
(3) return α(n);
end

Fig. 8. The choice of a configuration Cf .

5 Management of Clusters

In this Section we illustrate a set of operations devoted to the generation and management
of adaptation clusters.

5.1 A Threshold of Similarity

An important task in the our approach is the construction of an initial set of clusters. A
nodal point is that clusters should be always maintained balanced: we should avoid situations
in which we have many clusters with few profiles or, conversely, a limited number of clus-
ters including many profiles. In the former case, the selection of a profile would require an
exhaustive search. In the latter, update operations would become rather inefficient. To this
aim, we propose a special threshold of similarity to estimate when a profile can be included
in a cluster.
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Definition 8 (Threshold of similarity) The threshold of similarity σ of a set of profiles
P = {P1, . . . , Pn}, is defined by the following function: τ(P) = 1 − |P1�P2�...�Pn|

max{|P1|,|P2|,...,|Pn|} .
This threshold measures the weighted average of common edges of the profiles in the

cluster or, alternatively, the average distance between them. The idea is that a profile can be
included in a cluster if the distance from its root is lower than the threshold of the cluster.
In this way σ represents always the maximum distance between a profile P in a cluster C and
the root of C.

Note that if τ(P) = 0 we have a cluster for each profile. Conversely, if τ(P) = 1 we
obtain just one cluster including all the profiles. From this observations, it turns out that the
numbers of clusters is inversely proportional to the threshold σ.

The aim of the threshold σ is to give a feedback to the system administrator in order to
evaluate the effectiveness and the efficiency of the adaptation process. Indeed, the number of
clusters obtained is strictly related to the design of the adaptations: a right design of profiles
and configurations implies a good and easy clustering and a reduction of the search space;
conversely, an involved clustering of profiles implies an inaccurate adaptation design and an
inefficient processing. Therefore, a balanced set of clusters is an important requirement for
an effective design in terms of coherent adaptation to homogeneous sets of profiles, and an
efficient adaptation process in terms of responsiveness of the system.

5.2 Update operations

Adaptation clusters can be managed by means of a set of predefined operations to insert,
delete and merge profiles occurring in clusters and to initialize clusters.

Insert Given an initial set of clusters C, a new profile P can be inserted into a cluster in
C as follows.

Input: P,C = {C1, . . . , Cn}
begin
(1) σ = τ (π(C) ∪ P );
(2) if there is C ∈ C such that rC � P and min(d(P, rC)) and d(P, rC) ≤ σ then

n = rC; level = 1;
L = Λ(n, C);

(3) while L �= ∅ do
if there is n′ ∈ L such that n′ � P andmin(d(P ,n ′)) then
n = n′; L = Λ(n, C); level = level + 1;
else L = ∅;

(4) NC = NC′ ∪ {P}; EC = EC ∪ {(n, P )};
(5) ∀n′′ ∈ λ(level,C) such that P � n′′ do

EC = EC − {(ρ(n′′, C), n′′)};
EC = EC ∪ {(P, n′′)};

else C′ = {NC′ = {P}, EC′ = ∅};C = C ∪ C′;
end

Fig. 9. The Insertion of a profile P in a cluster C.

• We calculate the new threshold σ = τ(π(C) ∪ P ) (step (1));
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• We select the cluster C having as root rC such that (i) rC�P , (ii) the distance between
P and rC is minimum, and (iii) this distance is lower than σ (step (2)); if there is no
cluster satisfying these properties then we add to C a new cluster having P as root;

• Starting from the root of C, we insert P in C as follows:

• if there is no child n of the root rC of C such that n�P , then (i) P becomes the
child of rC , and (ii) each child n of rC such that P�n becomes child of P ;

• otherwise, we insert P in the sub-tree of C having as root the child n of rC such
that (i) n�P , and (ii) the distance between P and n is minimum (step (3));

• once P has be inserted in C (step (4)), we move each n′′ such that (i) P � n′′ and
(ii) n′′ is at the same level of P , as a child of P (step (5)).

• The detailed algorithm is shown in Figure 9.

Let’s consider the cluster C shown in Figure 7. In Figure 10 we illustrate an example of Insert
that introduces in the cluster C the new profile n5.
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Fig. 10. An example of Insert.

Delete Given an initial set of clusters C, and a profile P occurring in C, P can be deleted
from C as follows.

• We select the cluster C in C that contains P (step (1));
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• For each child n of P in C, we delete the edge from P to n and add an edge from the
parent ρ(P, C) of P to n (step (2));

• We delete the edge from the parent ρ(P, C) of P to P (step (3));
• We update the threshold σ associated with C (step (4)).
• The detailed algorithm is shown in Figure 11.

Input: P,C = {C1, ..., Cn}
begin
(1) if there is C ∈ C such that P ∈ NC then
(2) ∀(P, n′) ∈ EC do EC − {(P, n′)};

EC ∪ {(ρ(P, C), n′)};
(3) NC = NC − P ;EC = EC − {(ρ(P, C), P )};
(4) σ = τ (π(C) − P );
end

Fig. 11. The Deletion of a profile P in a cluster C.

Referring to the cluster C shown in Figure 7, in Figure 12 we show an example of Delete that
erases the profile n2 from the cluster C.
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Fig. 12. An example of Delete.

Merge Given an initial set of clusters C, and two profiles P1 and P2 occurring in C, we
merge P1 and P2 in C as follows.

• We build the profile P corresponding to the join between P1 and P2;
• We delete P1 and P2 from C and insert P in C
• The detailed algorithm is shown in Figure 13.
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Input: P1, P2,C = {C1, ..., Cn}
begin

P = P1
P2;
Delete(P1, C); Delete(P2, C);
Insert(P, C);

end

Fig. 13. The Merge of two profiles P1 and P2 in a cluster C.

Referring to the cluster C shown in Figure 7, in Figure 14 we show an example of Merge
applied to the profiles n2 and n3 in the cluster C.

Initialization Given a set of profiles P, we generate a set of adaptation clusters C from P
as follows.

• We order P according to their size (number of edges);
• We set the threshold σ to 1, and we use a set S to evaluate incrementally the threshold

σ (step (1));
• We select a pivot profile Pv from P (the first profile), we include Pv in S and we add

the cluster Cv with root Pv in C (step (2));
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Fig. 14. An example of Merge.

• While P is not empty
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• We select a profile P ′ from P (step (3));
• If P ′ can not be inserted into a cluster in C then we compare P ′ with Pv (step (4)):

(i) if Pv �P ′ then P ′ is the new root of the cluster Cv and the new pivot (step (5)),
(ii) otherwise we decide if a new cluster need to be created or P ′ can be included in
Cv (step (5)) as follows: if the distance between Pv and P ′ is greater than σ then
(i) we create a new cluster C′

v rooted in P ′ and set P ′ as new pivot, (ii) otherwise
we evaluate the meet P ∗ between P ′ and Pv, set P ∗ as new root of the cluster Cv

and link P ′ and Pv to P ∗ in Cv, update S and the threshold σ;
• Otherwise we add P ′ to S and we insert P ′ in C using the Insert operation;

• Finally, we return the set C (step (7)).
• The detailed algorithm is shown in Figure 15.

Input: P = {P1, . . . , Pn}
Output: C = {C1, ..., Cm}
begin
(1) C = ∅; σ = 1;P = P − {Pv};S = {Pv};
(2) Cv = {{Pv}, {∅}};C = C ∪ Cv;

while P is not empty do
(3) P − {P ′};
(4) if not ∃ Ci ∈ C such that rCi�P ′ then
(5) if Pv � P ′ then

NCv ∪ {P ′}; ECv ∪ {(P ′, Pv)}; Pv = P ′;
else

(6) if d(Pv, P ′) > σ then
Pv = P ′;
C′

v = {{Pv}, {∅}};C = C ∪ C′
v;

else
P ∗ = Pv�P ′;
NCv ∪ {P ′, P ∗}; ECv ∪ {(P ∗, Pv), (P ∗, P ′)};
S ∪ {Pv, P ′, P ∗}; σ = τ (S);

else S ∪ {P ′}; Insert(P ′,C);
(7) return C;
end

Fig. 15. The Initialization of a set of clusters C.

As an example, let us consider the set of profiles P and the corresponding adaptations reported
in Figure 16. The initialization of a set of clusters C proceed as follows. Initially, the pivot
element chosen from P is the profile P1, and we insert in C the cluster Cv having P1 as root.
In the first iteration we select P2: we cannot insert P2 in C (i.e. it doesn’t exist a cluster
C ∈ C such that P2 subsumes the root rC), so since P1 (the pivot) is not subsumed by P2, the
partial threshold σ = 1 − |P1�P2|

|P2| = 0.75 and d(P1, P2) < 0.75, then we generate the profile
P ∗ as the meet of P1 and P2, and we update Cv. In the second iteration we select P3 from
P. In this case, we can insert P3 in C and we obtain σ = 0.80. In the third iteration, we
select P4 from P. It is not possible (i) to insert P4 in C, and (ii) to compare P4 with Pv and
Cv because Pv is not subsumed by P4 and the distance d(Pv, P4) > 0.80. So we create a new
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Fig. 16. A set of profiles.

cluster C′
v having P4 as root, and we set P4 as the new pivot. Proceeding similarly, at the end

of the algorithm we obtain the clusters of Figure 17.

6 Implementation

We have developed an experimental tool called FAWIS (a short hand for Flexible Adaptation
of Web Information Systems) that implements the approach described in this paper and
supports the design and the development of adaptive data delivery applications over the
Web. Further details on this tool can be found at http://mais.dia.uniroma3.it/FAWIS. The
overall architecture of reference for our framework is depicted in Figure 18. The system
is implemented in Java and runs on any Java-enabled platform. It involves the following
components:

• a MultiProxy captures the client request to add or modify its context information;
• an HTTP Server translates a specific request of a client (a page or a specific object)

into a query over the underlying database;
• the Context Manager (CM) is able to get and manage a description of the client

context and generate a suitable configuration.
• the Adaptation Designer (AS) is responsible to support the Web designer, by means

of a menu-driven interface, to the definition of a set of adaptation rules; it supervises
the entire process of generation of a configuration;

• the Response Generator produces the final response, taking as input the configura-
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Fig. 17. Resulting Clusters from an Initialization.

tion C generated by the CM, composing C with the request, translated by the HTTP
Server, and encoding the resulting one in specific languages.

Within the Context manager, three modules of adaptation have been currently implemented,
which are devoted to the management of the device capabilities, the user preferences and
network quality rates, respectively. CM includes a Profile Interpreter (PI) devoted to capture
and translate a context into a uniform formalism and produce a set of profiles. In [7] we
have addressed this problem. The profiles for the device coordinate has been built by using
the WURFL (Wireless Universal Resource File) configuration database (freely available at:
http://wurfl.sourceforge.net/). This database includes information about capabilities and
features of a large set of wireless devices currently available on the market. Qualitative
preferences [41] are used to represent the user profiles. The selection of contents based on
qualitative preferences makes use of a special technique that we have studied elsewhere [42].
The network diagnostic is achieved by sending several test packets through the Packet Internet
Groper (PING), and measuring the PING times (e.g. minimum, maximum, and average
times). A set of Dimension Adapters (DA) are responsible to generate the configuration
that matches with the respective incoming profile by using the described clustering approach.
Each DA is supported by a repository of adaptation rules organized by means of adaptation
clusters. The Adaptation Coordinator is responsible to compose the configurations, resulting
from the DAs, by using the composition operator ⊕, defined in [6].

FAWIS specifies a WIS using several models, each one describing a different aspect of the
system. We choose to implement the models in RDF(S), and their instances in RDF. The
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benefits of using RDF(S) are manifolds: application interoperability, direct availability of Web
data appropriately annotated, reuse of existing vocabularies, future-proofing applications for
which the design models evolve, etc. For example, RDF flexibility (e.g., loose schema defini-
tion) enables one to easily extend a model with other aspects. We make use of the User Agent
Profile (UAProf), a Composite Capability/Preference Profiles (CC/PP) vocabulary [43], for
modeling device capabilities and user preferences. The RDF(S) inheritance mechanism turned
out to be enormously valuable for reusing models or adapting them for particular situations.
In order to extract data from RDF models we use SPARQL [44] (with some additional prim-
itives), a very expressive query language that exploits the full RDF(S) semantics represented
in a model. Besides the standardization of model specifications, RDF(S) allows a more com-
pact representation than the relational or XML representations by using inference rules to
compute implicit information. FAWIS makes use of Jena, a Java framework for building
RDF based applications (http://jena.sourceforge.net/).
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Fig. 18. The architecture of FAWIS.

7 A case study

7.1 Analysis of E-commerce sites

The described approach has been implemented in the FAWIS and experimented with a e-
commerce application (http://mais.dia.uniroma3.it/FAWIS/demo.htm). The resulting Web
site contains sections with news, articles and settings. Each subscribed user can build his
own personal journal, containing preferred news and articles. On the settings side users can
model and modify several context information and in particular the look of the interface, fill in
and change their personal information about their interests, through the MultiProxy mod-
ule. Figure 19 shows a snapshot of the module at work, on the left side it captures the request
of the client (a typical HTTP request) and on the right side it proposes the setting tab for the
user. Two different users can give completely different recommendations on the same page.
Figure 20 illustrates the same Home Page of the Website at two different levels of details:
a typical Desktop rendering, at the bottom side, and a typical Mobile Phone rendering, at
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the top side. The most important section of the Web site is the personalization of browsing.
A typical page contains a description of news on several genres (e.g. Sport, Economics and
so on). The system analyzes the Web site navigation of registered users. Figure 21 shows
two different distributions of news in the page for the same registered user, due to different
navigation sessions (e.g. in the top of the Figure there are news of various genres, in the
bottom only the most consulted news of genre Sport).

7.2 Experimental Results

We have tested the effectiveness and the efficiency of the clustering approach illustrated in
this paper, by using FAWIS in several practical cases. On the server side, we have used an
Apple computer xServer, equipped with a Intel Core 2 Duo 1.86 Ghz processor, a 4 GB RAM,
and a 500 GB HDD Serial ATA. The Web site used in the tests collects a repository of around
200,000 news items, many of which containing multimedia contents. On the client side, the
Web site has been accessed by several clients.

Fig. 19. The MultiProxy at work.

We have measured the medium response time for several profiles of devices, networks
and user preferences. The devices have been classified and grouped in three main categories:
mid-range desktops, PDAs, and cellular phones. After the identification of such classes, we
have selected representatives of each class by choosing among the devices currently available
on the market and produced by the different companies (such as Nokia, Siemens, Motorola,
Sony Ericsson, Samsung, HP, Apple). We have then generated a large number of profiles for
virtual users with different preferences about the content (selection of interesting news), nav-
igation (the most popular Web pages) and presentation features. Finally, different networks
with varying rates of service have been used. In this case we have classified the alternatives
according to the bandwidth and delay values. Our top ontology involves three profile do-
mains: device, user and network characterized by 20, 31 and 6 attributes, respectively. The
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Fig. 20. The Website for two different users.

experiment are executed on different repositories of adaptation clusters, varying the thresh-
old σ. Each repository contains around 10.000 profiles associated with the corresponding
adaptations.

The results of our experiments are synthesized in three diagrams, as follows.

• Figure 22 reports the time in minutes (vertical axis) needed for clustering 10.000 profiles
with respect to an increasing value of the threshold σ (horizontal axis). This is indeed
a start-up operation: for small values of σ the operation is less expensive, because
the clusterization is trivially a scan of the initial set of profiles, with no meaningful
results. For large values of σ the clusterization is more expensive but relevant results
are obtained (as described in the other diagrams).

• Figure 23 reports the number of clusters (vertical axis) with respect to an increasing
value of the threshold σ (horizontal axis). This diagram shows different clusterization
of the 10.000 items: it turns out that the number of final clusters decrease with the
increase of the value of the threshold.

• Figure 24 reports the medium response time (in seconds) of the system in logarithmic
scale (vertical axis) as the number of profiles increases (horizontal axis) in three cases
of clustering based on different thresholds. In the case of absence of clusters (σ = 0)
the response time rapidly increases with the number of profiles. This cost is strongly
reduced when the clustering is used with a reasonable value of the threshold (σ = 0.35)
and raises slowly as the number of profiles increases (σ = 0.5).
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Fig. 21. The same page with different news for the same user.
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7.3 Efficiency and Effectiveness

In general, the results obtained so far are good. The efficiency and effectiveness of the ap-
proach are supported by the capability demonstrated by the system to generate satisfactory
results for different contexts, even not fixed in advance. This is due to the ability of the
approach to select configurations for “compatible” contexts, as described in Section 4.
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The effectiveness is estimated in terms of a right design of the abstract adaptations. As
said in Section 5, the number of clusters obtained is strictly related to the design of the
adaptations, which are in turn related to the profiles in a cluster. A right design implies a
good and easy clustering, otherwise the difficult grouping of profiles implies an inaccurate
adaptation design. To this aim the threshold is a feedback. The diagram in Figure 22
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demonstrates the complexity of the start-up process to generate a relevant set of clusters
(σ = 0.35 with a time of 45 min). The diagram in Figure 23 illustrates the relevant decrease
of search space: for σ = 0.35 we obtain 2800 balanced clusters, reducing the search space of
98% (about 20 profiles for cluster in average).

The efficiency is evaluated in terms of the responsiveness of the system. The diagram in
Figure 24 compares the response times in the case of presence/absence of clustering, varying
the threshold σ. It supports the efficiency of the approach. In presence of a balanced clustering
(σ = 0.35) the response times present an upper-bound of 0.6 sec (-0.2 in logarithmic scale).
In absence of clustering (σ = 0) the diagram grows with an exponential rate, around values
of 2.3 min (2.2 in logarithmic scale).
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8 Conclusions and Future Work

In this paper we have presented a novel cluster-based approach to the efficient adaptation of
content delivery in Web Information Systems. Different contexts and orthogonal requirements
of adaptation, possibly not fixed in advance, can be taken into account in this process. The
approach is based on a general adaptation methodology that consider the context as a set of
autonomous components (such as, the device, the user preferences, the network, the location)
called profiles and generates a response to a user request in a form that meet the requirements
of the various profiles of a user context. In order to make this process more efficient and
effective, we have proposed an approach in which profiles are clusterized on the base of
their similarity. The approach has been implemented in a practical tool and number of
practical experiments done with this tool have shown that this mechanism strongly improve
the adaptation process, especially in a e-commerce scenario where the number of profiles
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to take into account is huge and fast responsiveness to rapidly changing requirements of
adaptation is strongly needed. Clusterization is widely used in Web usage mining but, to our
knowledge, this is the first cluster-based optimization approach proposed for Web adaptation.
A great advantage came from the adoption of Semantic Web principles both at the logical
level, where ontologies are used to model context information, and at the practical level, where
Sematic Web enabling technologies have been largely used.

The results presented in this paper are subject of further conceptual and practical in-
vestigation. From a conceptual point of view, we are currently investigating other types of
classifications of profiles that can be exploited to optimize the adaptation process. In partic-
ular we are investigating alternative representations of contexts and special index structures
for accessing more efficiently stored profiles and configurations. From a practical point of
view we are improving the functionality and the usability of the tool.
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