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With the massive growth and large volume of the web it is very difficult  to recover 

results based on the user preferences. The next generation web architecture, 

semantic web reduces the burden of the user by performing search based on 

semantics instead of keywords. Even in the context of semantic technologies 

optimization problem occurs but rarely considered. In this paper Document  

clustering is applied to recover relevant documents. We propose a ontology based 

clustering algorithm  using semantic similarity measure  and Particle Swarm 

Optimization(PSO), which  is applied to the annotated documents for optimizing the 

result. The proposed method uses Jena API and GATE tool API and the documents 

can be recovered  based on their annotation features and relations. A preliminary 

experiment comparing the proposed method with K-Means shows that the 

proposed method is feasible and performs better than K-Means. 
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1 Introduction 

With the massive growth of web content retrieving relevant information becomes a difficult task. 

Efficient clustering algorithms are needed to improve the recovery of documents. Document 

clustering is the process of identifying similarity or dissimilarity between the objects and form groups 

based on the common characteristics shared between objects. The main objective of document 

clustering is to avoid the recovery of non relevant documents. David. A. Grossman and Ophir Frieder 

(2004) discussed the importance of document clustering to group the documents based on the 

contents reducing the search space for the given query. The keyword based on methodologies to 

cluster the documents is not convenient since it does not capture the semantic structure of 

documents. Moreover the keyword based methodologies for document clustering is not effective. To 

overcome the problems faced by the keyword based methodologies document clustering is 

performed by combining ontology with optimization  technique like PSO and KMeans clustering 

process.  

Salton et.al(1989) shows that most of the document clustering approaches use Vector Space 

Model(VSM) for document representation. But using VSM ignores the semantic relatedness among 

documents. For example having “Fruits” in one document and “Apple” in another document does not 

contribute to similarity measurement unless semantic relatedness is considered. Semantic 

relationship is not included in most of the clustering approaches. According to Hotho, Maedche, and 

Staab (2002) use of ontology provides a good background knowledge and improves document 

clustering. Recent works has shown that ontology is useful to improve the performance of text 

clustering in these situations. 

Currently a challenge when querying information using semantics offered by ontology is how to 

extract information from ontology more efficiently [2]. Semantic annotation is about assigning to the  

entities in the text links to their semantic description [15]. Annotation provides additional 

information about web contents so that better decision on content can be made. Annotation 

ontology tells us what kind of property and value types should be used in describing a resource. The 

usage of domain ontologies are used for annotation. The manual annotation of document is of high 

cost and error prone task. However there is still some work to do achieve a complete automation of 

annotation. The classical model is incapable of supporting logical inference. 

In this paper we propose an ontology based information retrieval model which uses hybrid 

approach combining PSO with K-Means  to improve clustering of web documents. Ontology similarity 

is used to identify the importance of concepts in the document. Particle Swarm Optimisation  is used 

to cluster the documents since it is effective for global search in finding solutions to nondeterministic 

problems. Moreover Particle Swarm Optimisation method enhances adaptability of meta searching. 

Performance of PSO and K-Means based clustering is evaluated using K-Means algorithm. The 
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proposed model uses semantics and relationship available in the knowledge base to improve the 

relevancy of documents. 

The rest of the paper is organized as follows: Section 2 highlights the previous research in the 

related area. Section 3 describes the document representation and the methodology used for 

similarity calculation. Section 4 describes the clustering approach. Section 5 describes experimental 

results and discussion. Finally, we offer concluding remarks and describe future directions of our 

research work. 

2 Related Work 

Ranking of documents is combined along with clustering by ordering the web pages in the form of 

clusters based on the query given by the user[19]. The performance of the ordered result is 

measured based on relevancy. Since the classical clustering methods are not dealing with the 

semantics of the objects a new methodology was derived to incorporate knowledge in to clustering 

process[18]. Fuzzy clustering scheme  is combined with  semantic analysis mechanism along with 

relevant attributes in the ontology[23]. Hierarchical clustering  along with fuzzy logic approach is used 

to cluster knowledge documents along using ontology[3].Use of clustering methods provide 

appropriate document retrieval[21]. 

Keyword based search mechanism is improved by the use of Ontologies. PSO based clustering 

mechanism is used to group documents based on their similarity score which improves the relevancy 

of documents [22] .According to Potok et al Hybrid PSO and K-Means based clustering improves  

document relevancy. Documents are categorized by measuring the ontology concept weights which 

can improve the accuracy and performance of text documents.Clustering of documents based on 

similarity measure combined with ontology to improve relevancy of documents[25]. 

Wu and Palmer similarity metric measures depth of two concepts in the WorldNet taxonomy. 

Accurate measurement of semantic similarity is still a challenging issue [5]. Semantic similarity 

between words is measured using  page count and snippets retrieved from web search 

engine[5].Clustering data vectors using hybrid approach combining PSO and K-Means gives better 

convergence and reduces quantization errors[7].Ontology concepts can be used as a relevancy 

measure to re-rank the recovered web documents to reduce the ranking errors[1]. According to 

S.Kalyani et.al K-Means algorithm based on PSO  improves accuracy in power system assessment[12]. 

Various information retrieval models are Boolean model, vector space model, probabilistic 

model and hyper link model . There have been works which employ semantic web technology for 

information and retrieval such as KIM [4]. Currently a challenge when querying information using 

semantics offered by ontology is how to extract information from ontology more efficiently [2]. 

Semantic annotation is about assigning to the  entities in the text links to their semantic description 

[4]. Annotation provides additional information about web contents so that better decision on 

content can be made. Annotation ontology tells us what kind of property and value types should be 
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used in describing a resource. The usage of domain ontologies are used for annotation. The manual 

annotation of document is of high cost and error prone task. However there is still some work to do 

achieve a complete automation of annotation. The classical model is incapable of supporting logical 

inference. 

3   Overview of System Methodology 

3.1 System Architecture 

Figure 1 shows the system architecture for ontology based  information retrieval through PSO based 

clustering methodology. The crawler program collects the web pages on the internet with its 

semantic markup and corresponding ontology, described in an OWL document. The collected web 

pages are transported to web page database for future use.  

Semantic annotation of web pages are performed using KIM plugin. Hybrid PSO and K-Means  

based document clustering is then applied for the annotated web pages. Semantic  annotation 

generation process creates a semantic meaning disclosure file for each annotated document. 

Through the semantic meaning disclosure file, any ontology-aware machine agent can  understand 

the target document. Moreover the KIM platform consists of a formal KIM ontology and a KIM 

knowledge base, a KIM Server (with an API for remote access or embedding), and front-ends that 

provide full access to the functionality of the KIM Server. The KIM ontology is a light-weight upper 

level ontology that defines the entity classes and relations of interest. The annotated documents are 

passed to hybrid PSO and K-Means  based clustering logic where clustering was done based on 

semantic similarity score and PSO algorithm which in turn generates relevant document clusters.PSO 

is applied to get optimal clusters where the swarm represents number of candidate clustering 

solutions for the document collection. The user interface allows for the definition of query by the 

user which is passed to the clustering logic based on PSO and K-Means. The ordered relevant result 

set in the form of optimal clusters  generated by this module and returned to the user. 

 

Figure 1 System Architecture 
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3.2 Document Representation 

The most widely used document representation model in information retrieval is vector space model. 

Vector space model is used for effective representation of documents.  Each document is identified 

as a n-dimensional feature vector and each term is associated with a weight. The dataset to be 

clustered is represented as vectors  X={x1, x2, …., xn}, where the vector xirepresents single object called 

as feature vector. Feature vector includes the feature of the object which can be represented using 

Vector Space Model(VSM).  For weight calculation document j is represented as dj=(w1j, w2j,…,wnj) 

where wkj is the weight of k
th

 term in the document j. The term weight value represents the 

significance of a term in a document. To calculate the term weight, the occurrence frequency of the 

term within a document and in the entire set of documents must be considered.As part of key 

vocabulary extraction process of form documents.TFxIDF takes place. The terms tk in the document is 

represented as document-term frequency matrix as shown in Table(1). 

Table 1 – Document-Term Frequency Matrix 

Dj/Tk T1 T2 … Tk 

 

D1 tf11 tf12 … tf1k 

 

D2 tf21 tf22 … tf2k 

 

D3 tf31 tf32 … tf3k 

 

 

3.3 Semantic Similarity Measurement 

Semantic Similarity measurement is used to compute the similarity between the concepts but 

not the lexically similar terms. Semantic similarity is computed by mapping terms to ontology and 

examining their relationships in that ontology. The document collection on the semantic web is 

referred as D={d1,d2…dn}.Annotations of the documents represents the weights of the concept. The 

weights of the document is measured based on the importance of the concepts. Ontology based 

annotation is to improve the relevance of the documents.  

The senses of document is represented using Wordnet (http://www.princeton.edu) .Wordnet 

defined relations between synsets and relation between word senses.The similarity between two 

documents can be measured based on the occurrences of instance in a document. In ontology 

indexing process the terms are mapped with the concepts based on the ontology similarity score. The 

importance of the terms are measured using Salton measure considering Term Frequency(TF) and 

Inverse Document Frequency(IDF) as mentioned in equation(3).TF is a measure of how often a term 

is found in a collection of documents. TF is combined with inverse document frequency (IDF) as a 

means of determining which documents are most relevant to a query. TF is also used to measure how 

often a word appears in a specific document. The TFIDF weight (term frequency–inverse document 
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frequency) is a numerical statistic which reflects how important a word is to a document in a 

collection or corpus. 

       (1) 

                             (2)       

                 (3)                            

   

Concept weight is represented as wc. represents the frequency of terms in 

document based on concept c,  represents the maximum frequency of most repeated 

concept in d. D is the total number of documents and nc represents the number of documents 

annotated with concept c. The semantic similarity matrix is computed using Wu and Palmer similarity 

measure (1994). The similarity metric measures the depth of the two concepts in the WordNet 

taxonomy, and the depth of the least common superconcept (LCS), and combines these figures into a 

similarity score as mentioned in equation(4).The weights are assigned to concepts and relations 

based on the importance of concept. The depth of wcis the depth from the root to the term and LCS 

is the least common superconcept  ofwcand ws. With the computed similarity score term reweighting 

is performed as given in equation(5). 

    (4)  

               (5) 

Term reweight is represented as wc’, User defined minimum threshold value is represented by t, 

p  represents the number of terms and wc represents the weight for concept term c and n represents 

the number of hyponyms for each term. The algorithm to calculate term reweight is represented in 

Figure 2. 

4     Clustering Methodology 

Based on the semantic similarity score obtained clustering was done on the annotated documents 

using hybrid approach based on PSO and K-Means. Initially the documents were annotated using KIM 

plugin. Based on the instance of the annotated document concept weight is calculated (wc). Semantic 

similarity measure is used to recalculate the term weight as represented in SEMPSO algorithm shown 

in Figure 4. Then clustering of documents is done using 2 algorithms like normal PSO based clustering 
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and hybrid approach with PSO and K-Means as mentioned in Figure 2 and Figure 4 which returns the 

relevant documents. Experiments were conducted and the results obtained were evaluated 

considering K-Means and normal PSO. 

4.1. PSO Based Clustering Algorithm 

Particle swarm optimization first introduced by Kennedy and Eberhart  [13,6], as an optimization 

technique based on the movement and intelligence of the swarm. It inspired by social behaviour and 

dynamics of movement of birds and fish. PSO uses a number of particles that constitute a swarm 

moving around in the search space to find the best solution. Each particle is treated as a point in the 

search space which adjusts its flying according to its own flying experience and other particles flying 

experience. A particle’s location in the multi-dimensional problem space represents one solution for 

the problem. When a particle moves to a new location, a different problem solution is generated. 

This solution is evaluated by a fitness function that provides a quantitative value of the solution’s  

utility. In PSO, the swarm is initialized to a random solution set. The particles then start moving 

through the solution space by maintaining a velocity value V while keeping track of its best previous 

position achieved so far. This value is known as its personal best position (Pbest). Global best (Pgbest) 

is another best value which is the best fitness achieved by any of the particles. The fitness of each 

particle or the whole swarm is evaluated by a fitness function. Sometimes the particle maintains 

another value called the local best, which is related to the best neighborhood fitness. The update 

equation of minimization for its best solution with dependence upon time step t is represented by 

equation(6). 

  (6)                                              

whereXi(t+ 1) is the current position of the particle, pbestiis the personal best position of the particle 

achieved so far and pbesti(t +1) is the new best position. After calculating the personal best position 

of  the particle the next step is to calculate the global best position using equation(7). 

    (7) 

Where i is the index of each particle ranging from 0 to the total number of particles n . The velocity of 

a particle influenced by the social component and the cognitive component is calculated using the  

equation(8). 

  (8) 

where Vi(t) represents the current velocity, Vi(t+ 1) is the new velocity of the particle, w is the inertia 

weight, c1and c2are constants and are known as acceleration coefficients; d denotes the dimension of 

the problem space; rand1, rand2are random values in the range of (0, 1). The inertia weight factor w 

provides the necessary diversity to the swarm by changing the momentum of particles to avoid the 



 

 

256  A Hybrid Approach Using PSO and K-Means for Semantic Clustering of Web Documents 

 

stagnation of particles at the local optima. The position of the particle is updated using the position 

update equation(9). 

  (9) 

It is possible to view the clustering problem as an optimization problem that locates the optimal 

centroids of the clusters rather than finding an optimal partition. This view offers us a chance to 

apply PSO optimal algorithm on the clustering solution. A single particle in the swarm represents one 

possible solution for clustering the document collection. Therefore, a swarm represents a number of 

candidate clustering solutions for the document collection. Each particle maintains a matrix Xi = (C1, 

C2, …,Ci, .., Ck), where Cirepresents the i
th

 cluster centroid vector and k is the cluster number. At each 

iteration, the particle adjusts the centroid vector’ position in the vector space according to its own 

experience and those of its neighbors. The average distance between a cluster centroid and a 

document is used as the fitness value to evaluate the solution represented by each particle. The 

fitness value is measured by the equation (10). 

  (10) 

where k is the cluster number, n represents the number of documents and m indicates the features 

in each cluster. d(cl,1,g j,1 ) represents the distance between j
th

 object and cluster centroid of l
th

 cluster 

on i
th

feature.PSO based clustering algorithm is represented in Figure 2. 

Steps for PSO based Clustering 

Algorithm:PSOCLUS() 
Input: Annotated documents 
Output:Clustered document set 
Step 1: At the initial stage, each particle randomly chooses k numbers of  document vectors from the 
document collection as the cluster centroid vectors. 
Step 2:For each particle assign each document vector in the document set to the closest centroid 
vector. 
Step 3:Cluster quality measured by sum squared error representing data points between 2 cluster 

- Fitness value calculated   using equation(10) 
Step 4: Update personal best using equation (6) 
Step 5: Update global best using equation (7) 
Step 6: Apply velocity update for each dimension of particle using equation(8) 
Step 7: Generate new particles location using equation(9) 
Step 8: Repeat steps 2 – 8 until i)stopping criterion reached till good solution got  (or) ii)maximum 
number of generations completed 
 

Figure 2 PSOCLUS – PSO based Clustering Algorithm 
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4.2 PSO and K-Means Based Clustering(PSOK)  

PSO algorithm is applied for clustering since the problem with normal clustering process is that it 

locates optimal centroids  of clusters rather than finding optimal partition. PSO performs globalized 

searching while only localized search can be performed using K-Means. Moreover PSO clustering 

algorithm could generate more compact clustering clustering results than normal K_Means . 

However, the problem is that for larger dataset PSO will take more number of iterations to converge 

to optima. But K-Means algorithm tends to converge faster than PSO. Due to the problems addressed 

with PSO and K-Means it is very difficult to finalize whether to use PSO or K-Means for clustering of 

web documents. Based on this reason, we propose a hybrid approach combining PSO and K-Means 

for web document clustering.  

 In the hybrid PSO+K-means algorithm, the multidimensional document vector space is modeled 

as a problem space. Each term in the document dataset represents one dimension of the problem 

space. A single particle in the swarm represents one possible solution for clustering the document 

collection. Therefore, a swarm represents a number of candidate clustering solutions for the 

document collection. Partitioning algorithms starts with an initial k partitions and then uses an 

iterative process to optimize the cluster quality.K-means algorithm is one of the most popular and 

widely used partition  clustering method.PSO can conduct a globalized searching for the optimal 

clustering, but requires more iteration numbers and computation than the K-means algorithm does. 

The K-means algorithm tends to converge faster than the PSO algorithm, but usually can be trapped 

in a local optimal area. The PSO+K-means algorithm combines the ability of the globalized searching 

of the PSO algorithm and the fast convergence of the K-means algorithm and can avoid the drawback 

of both algorithms. 

Algorithm: SEMPSOODC() 

Input: Web Pages 

Output: Retrieval of Relevant documents 

Main Procedure: 

Step 1: Annotate Web Pages using KIM plugin. 

Step 2: Perform Concept Extraction for the annotated documents. 

Step 3: Compute term weight through dot product of Term Frequency (TF) and 

 Inverse Document Frequency (IDF) . 

Step 4: Calculate Semantic Similarity using equation(4). 

Step 5: Recalculate the Concept Weight using equation(5). 

Step 6: Cluster  the documents by calling either PSOCLUS() or DCPSO() 

 Case 1: Call PSOCLUS()    Case 2: Call PSOK() 

Step 7: Calculate relevancy of documents by measuring precision,recall and 

 F-Measure as mention in equations(12,13 &14). 

Figure 3 – SEMPSOODC Semantic Similarity based Clustering Algorithm using PSO 
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The hybrid PSO and K-Means algorithm includes two cases, one is PSO another is K-Means. At 

the initial stage PSO algorithm represented in Figure 2 is executed  for a short period to identify 

cluster centroids and then K-Means algorithm is executed to find optimal clusters. The K-means 

module will inherit the PSO module’s result as the initial clustering centroids and will continue 

processing the optimal centroids to generate the final result. In PSO and K-Means algorithm optimal 

solution is discovered by global search through PSO and faster convergence is achieved by applying K-

Means algorithm.The result from PSO is used as initial seed for K-Means algorithm which is used to 

refine the results. 

 

Steps for PSO and K-Means based Clustering (PSOK) 

Algorithm:PSOK() 

Input: Annotated documents 

Output:Clustered document set 

Step 1. Inherit cluster centroid from PSO algorithm by calling PSOCLUS(). 

Step 2. Assign each document vector to closest cluster centroid. 

Step 3. Recalculate cluster centroid using equation(11). 

Step 4. Repeat steps 2 and 3 until convergence is achieved. 

 

Figure 4 PSO and K-Means based Clustering Algorithm 

     (11) 

Where dj denotes document vector belonging to cluster Sj 

cj – denotes centoid vector 
nj- denotes number of document vectors belonging to cluster  Sj 

5    Experiments and Discussion 
5.1 Experimental Setup 

After performing document preprocessing like stemming and stopword removal is done. The 

documents are annotated using KIM plugin (http://www.ontotext.com)and it is represented using 

GATE tool API which is an open source tool for information retrieval. 20 usenet newsgroup dataset is 

used  from which  of 20000 messages are taken. Mini newsgroups the subset in newsgroup dataset is 

used for clustering. A set of queries were prepared manually for performance measurement. 

5.2 Evaluation Metrics 

Speed of response and the size of the index are factors in user happiness. It seems reasonable to 

assume that relevance of results is the most important factor: blindingly fast, useless answers do not 
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make a user happy. However, user perceptions do not always coincide with system designers' notions 

of quality. To measure ad hoc information retrieval effectiveness in the standard way, we need a test 

collection consisting of three things: 

1. A document collection 

2. A test suite of information needs, expressible as queries 

3. A set of relevance judgments, standard a binary assessment of either relevant or non 

relevant for each query-document pair. 

The standard approach to information retrieval system evaluation revolves around the notion of 

relevant and non relevant documents. With respect to a user information need, a document in the 

test collection is given a binary classification as either relevant or non relevant. This decision is 

referred to as the goldstandard or ground truth judgment of relevance. In an information retrieval 

scenario, the instances are documents and the task is to return a set of relevant documents given a 

search term and to assign each document to one of two categories, "relevant" and "not relevant". 

The "relevant" documents are simply those that belong to the "relevant" category. Recall is defined 

as the number of relevant documents retrieved by a search divided by the total number of existing 

relevant documents, while precision is defined as the number of relevant documents retrieved by a 

search divided by the total number of documents retrieved by that search. 

In a classification task, the precision for a class is the number of true positives (i.e. the number of 

items correctly labeled as belonging to the positive class) divided by the total number of elements 

labeled as belonging to the positive class (i.e. the sum of true positives and false positives, which are 

items incorrectly labeled as belonging to the class). Recall in this context is defined as the number of 

true positives divided by the total number of elements that actually belong to the positive class (i.e. 

the sum of true positives and false negatives, which are items which were not labeled as belonging to 

the positive class but should have been).  

      (12) 

    (13) 

k=1,2…,K-1 and kk=k+1,…,K     (14) 

5.3 Experimental Results and Discussion 

20 random particles are generated  and the fitness value is calculated based on cluster centroid. In 

PSO clustering the inertia weight is selected as 0.9 and the value of  c1 and c2    are selected as 0.2 

based on the theoretical studies of convergence performed in [8,11]. For every simulation the initial 
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centroid vector is selected randomly. The F-measure values are the average of 100 runs and after 100 

iterations same cluster is obtained.  

Based on the experiment conducted it is noted that the K-means clustering algorithm can 

converge to a stable solution within 20 iterations and PSO needs to repeat for more than 100 

iterations to generate stable solution. PSO algorithm is executed for 25 iterations and the result is 

taken as the initial seed for K-means algorithm to generate final result. The global best solution result 

from PSO algorithm is used as the initial cluster centroid for K-means algorithm. The total executing 

iterations for PSO and K-means is 50.The POS and K-means algorithm generates the highest clustering 

compact result in the experiments. In PSO+K-means algorithm clustering experiment although 25 

iterations is not enough for PSO to discover optimal solution it has high possibility that one particles 

solution is located in the vicinity of the global solution. 

Three performance metrics such as Purity of cluster, F-Measure and CPU execution time is taken 

in to account to evaluate the performance of the proposed system. Experimental results show that 

combing PSO based clustering algorithm with ontology  performs better than normal clustering 

algorithms without using ontology.The output of Hybrid PSOK-Means based clustering algorithm is 

the optimal number of clusters and relevancy of documents are calculated by applying evaluation 

metrics such precision, recall and FMeasure  as mentioned in equations[1,4,2]. K-means algorithm is 

used as base algorithm for testing. 

Table 2 Performance Comparison of K-Means and SEMPSOODC based on F-Measure 

No. of 

Documents K-Means 

SEMPSOODC 

Case 1: PSOCLUS() 

SEMPSOODC 

Case 2: 

PSOK() 

100 0.60 0.62 0.63 

200 0.61 0.64 0.66 

300 0.63 0.66 0..69 

400 0.64 0.68 0.71 

500 0.66 0.69 0.73 

600 0.68 0.71 0.75 

700 0.70 0.72 0.77 

800 0.72 0.74 0.79 

900 0.73 0.75 0.81 

1000 0.75 0.79 0.83 

Average 0.672 0.70 0.736 

 

While considering the time taken or speed of clustering it was found that Hybrid approach based 

on PSO and K-means takes 485 milliseconds on average to converge while tested with the Reuters 

dataset. At the same time when the order of execution is changed as  K-Means then PSO(KPSO) the 

time taken reduces to 128 ms but the accuracy is very less compared to PSOK-Means based 
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approach. The reason for not getting optimal clusters using KPSO is that applying PSO initially  returns 

best cluster center but K-Means will not return best cluster center since it selects cluster center 

randomly. This leads to reduction in execution time while applying K-Means first and then 

PSO(KPSO),but accuracy is less compared with PSOK. After performing analysis based on time and 

accuracy to recover optimal clusters hybrid approach based on PSO and K-Means(PSOK) is 

considered. 

 

Figure 5 Performance Comparison of K-Means and SEMPSOODC based on F-Measure 

Table 3 Difference Between SEMPSOODC and Keyword based K-Means Clustering 

No SEMPSOODC Keyword based K-Means approach  

1. Extracts  information based on meaning. Extracts information based on key phrases. 

2. Ontology contains meaning and relations. Keyword based methodology is less meaningful. 

3. Different views of documents are provided 
through concepts. 

View of documents is provided based on keyword. 

4. SEMPSOODC F-Measure is higher than K-
Means approach. 

F-Measure of K-Means is lower than SEMPSOODC. 

5. SEMPSOODC outperforms K-Means approach. K-Means approach is not as effective as 
SEMPSOODC. 

 

Figure 6  Performance Comparison of K-Means and SEMPSOODC based on Precision and Recall 
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Table 4  Comparison based on Purity of Cluster 

No.of Clusters K-Means  SEMPSOODC 
Case 1: PSOCLUS() 

SEMPSOODC 
Case 2: PSOK() 

3 0.65 0.73  0.76 

5 0.67 0.78 0.81 

15 0.69 0.83 0.85 

20 0.7 0.85 0.88 

Average 0.678 0.797 0.825 

 

 

Figure 7 Comparison based on Number of Clusters 

Performance analysis based on purity of cluster as in Figure 7 shows that the recovery of relevant 

documents is improved by 11.9% when SEMPSOODC is used instead of K-Means in clustering process. 

Table(3) shows the difference between SEMPSOODC with both the cases like normal PSO based 

clustering(PSOCLUS()), Hybrid clustering based on PSO and K-Means (PSOK()) and keyword based K-

Means clustering process. Performance of PSOK is better since it returns optimal number of clusters 

even with minimal user interference. Precision and recall values Figure 6 shows that reweighting 

process based on ontology indexing along with dynamic clustering PSO shows better performance 

than normal K-Means process. Moreover traditional K-Means method cannot identify the semantic 

relationship between words. Accuracy of the proposed algorithm based on the number of clusters is 

also better than K-Means algorithm as mentioned in Table 4.While considering the time taken or 

speed of clustering, it was found that the ontology-based algorithm is fast and takes only 19.37 

minutes on average while tested with the Reuters dataset. The K-means algorithm took 24.36 

minutes, which is slow when compared with ontology based algorithm. All these results from the 

various experiments show that the clustering algorithm that uses semantics of the documents, that 

is, ontology-based clustering produces significant improvement in clustering results when compared 

with traditional existing algorithm. 
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6    Conclusions and Future Work 

As the volume of information continues to increase, there is growing interest in helping people better 

find, filter and manage these resources. Ontology-based computing is emerging as a natural 

evolution of existing technologies to cope with the information onslaught. The proposed ontology 

based clustering system combined with semantic annotation is to improve the clustering process. The 

objective of our work is to improve the relevancy of documents over keyword based search. Hybrid 

clustering based on PSO and K-Means method shows performance improvement when compared to 

the baseline algorithm K-Means and normal PSO based clustering. Experimental results shows that 

the proposed methodology gives  improved performance and better clustering  than K-Means. Future 

work is to use Fuzzy logic in clustering and combining it with ranking of documents using ontology 

concepts to get better search results. 
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