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Faceted Search is an exploratory search mechanism, which provides an iterative way to refine search
results by a faceted taxonomy. With the benefit of search results diversification, no need for a priori
knowledge, and never leading to zero result, it can significantly reduce information overload. Faceted
Search has witnessed a booming interest in the last ten years. In this paper, we first analyze the
representative facet search models. Next, we present a general faceted search framework, and survey the
related methods and techniques, including facet term extraction, hierarchy construction, compound term
generation and facet ranking. Then we discuss the metrics for faceted search evaluation, and also highlight
the main characteristics of a number of existing faceted search systems. Some directions for future
research are finally presented.
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1 Introduction

Search engines currently have become the indispensable tools for web users to locate information.
Although widely used, most search engines still suffer from the following issues, and fail to meet
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certain requests from users. First, the keyword search interface has the “vocabulary problem” [1]. The
keywords used in a query might be different from those indexed by the search engines. The
“vocabulary problem” leads to the mismatch between the search results and users’ needs. Secondly,
most search engines use “one-list-only” approach to represent search results. It blends the search
results of different topics into a single result list [2, 3], which is often too long and daunting for
searchers. Thirdly, conventional search engines adopt a “trial-and-error” approach that lacks the
progressive filtering mechanism [4]. All of these result in the information overload problem [5]. That
is to say, users need to spend a great deal of efforts to select the information needed from the search
results list.

Two types of approaches, search results ranking and diversification, have been applied to address
the information overload problem [6]. By using relevance functions, the ranking approach puts the
most relevant results to the top of a result list. However it may not perform well when the query is too
general and the result set is too large, since it will be difficult to judge which result is better than the
other. The diversification approach groups the search results into a wide variety of categories
according to keywords, tags or other metadata. Thus, users can only focus on the results of an
interested category, ignoring other results, which effectively alleviates the information overload
problem. The diversification approach can be further divided into sub-categories, including taxonomy-
based method, controlled vocabulary based, and thesauri-based method, faceted classification, and
clustering [7]. Among these, the search paradigm using faceted classification is known as faceted
search.

Faceted search is an exploratory approach, which provides an iterative way of refining the search
results by facets. In recent years, faceted search has been an area of intense investigation[4, 8-10], and
is widely applied to e-commerce sites (eBay [11], Amazon [12]), bibliographic databases (Faceted
DBLP [13], IEEE/IET Electronic Library [14], ISI Web of Knowledge [15]), multimedia libraries
(Open Video Digital Library [16], Google Images [17]) and other fields.

In this section, we first introduce some key concepts of faceted search. Then conduct a
comparative study of faceted search and other three search paradigms. Finally, a faceted taxonomy of
research work on faceted search is briefly explained.

1.1  Key concepts in faceted search

Figure 1 shows a screenshot of the user interface of ISI Web of Knowledge service [15], which
provides an intuitive impression of faceted search. We will use it as an example to discuss the concepts
of facet, faceted taxonomy, and faceted search respectively.

a) Facet. This concept was firstly introduced by S.R. Ranganathan [18] to describe the
multidimensional properties of documents. Ranganathan proposed five fundamental facets including
Personality, Matter, Energy, Space and Time (PMEST), and developed the first faceted classification
system Colon Classification.

After that, many literatures have proposed to refine the original definition of facet. For instance,
Prietodiaz [19] defined a facet as one dimension or aspect of a subject. Spiteri [20] defined facet as a
group of terms about a specific aspect of a subject, and there should be no common term between any
two facets. Each term in a facet represents an attribute or a category, which were also referred as
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“attribute,” “faceted metadata,” “facet term,” and “faceted value” in other literatures [3, 9, 21-23]. For
example, in Figure 1, the “General Categories” facet consists of a predefined set of terms including
“SCIENCE & TECHNOLOGY,” “SOCIAL SCIENCES,” “ARTS & HUMANITIES,” and the term
containing multiple words is defined as compound term such as “SOCIAL SCIENCES.” The structure
of a facet can be either flat or hierarchical [10, 24], which indicates the terms in a facet have no
relation, or have hierarchical relations, respectively.

Figure 1. The faceted search interface at ISI Web of Knowledge

b) Faceted taxonomy. A faceted taxonomy comprises a group of taxonomies, each describing
one facet [25]. As an example, the faceted taxonomy shown in Figure 1 includes the facets of “General
Categories,” “Subject Areas,” “Document Types,” “Authors,” “Source Titles,” “Publication Years,”
“Languages,” and so on. A faceted taxonomy can be used to identify user intents [26] and instant
overviews [27].

In a faceted taxonomy the terms of different facets are orthogonal. It means one term cannot
appear in multiple facets [28]. This ensures the separability of a faceted taxonomy. That is to say, if the
terms or structure of one facet were changed, other facets would not be affected.

c) Faceted search. Faceted search, also referred as faceted navigation or faceted browsing, is an
interactive, heuristic and progressive refinement search paradigm. Based on a faceted taxonomy,
faceted search allows searchers iteratively select facets and facet terms to narrow down the search
results [22, 29-33].

In practice, only a subset of a full faceted taxonomy is presented in the interface. They are
dynamically generated based on the results of each iteration of search [34]. The dynamic taxonomy
provides not only the summary of current search results, but also a set of links leading to new search
results [35].

Facets

Results
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1.2  Comparison between faceted search and other search paradigms

Other than the faceted search, there are three other widely used search paradigms:

a) Keyword search. It uses an one-search-box interface to obtain user keywords; and the search
results are expressed in an one-result-list-only manner. Google, Yahoo, Bing and other mainstream
search engines adopt this approach.

b) Form-based search. This approach provides a more advanced query interface to perform
complicated searches. By using multiple query fields form-based search is more flexible and easier to
use compared to keyword search. Form-based search interface is mainly adopted by hidden websites,
such as US National Science Foundation [36] and Hotelbook [37].

c) Directory search. This approach employs a monolithic taxonomy for navigational search [30].
Unlike faceted search, every data item only belongs to one category of the monolithic taxonomy in
directory search. Several portal websites, such as Yahoo! Directory [38] and Open Directory [39], have
adopted this approach.

We conducted a comparative study on faceted search with keyword search, form-based search
and directory search in the round. The main characteristics of these search mechanisms are listed in
Table 1.

Table 1 Comparison between faceted search with other search paradigms

Items Faceted Search Keyword Search Form-based Search Directory Search

Search
Interface

Faceted taxonomy:
1) Using multidimensional
taxonomies for satisfying
variant search needs [21]
2) Dynamic taxonomy
3) Using a mouse clicking for
navigation [21]

Keyword:
Suffering from
“vocabulary problem”

Form:
“Field-by-field” search
interface, providing
multiple query options

Monolithic taxonomy:
1) Static taxonomy
2) Using a mouse clicking for
navigation
3) Unable to adapt to the thought
patterns of different searcher
[40]

Prior
Knowledge

Requiring little prior
knowledge of data schema
[41]

Requiring prior
knowledge of the
dataset to be searched

Similar to faceted
search Similar to faceted search

Navigation
Function

1) Refining search results
using different facets
2) The number of data items
in each category can be used
for next navigation [42]
3) Leading to non-empty
results [43]

“Trial-and-error”
interaction [34],
having no navigation
function

Similar to keyword
search

Monolithic taxonomy may lead
to “disorientation” problem

Diversification
Function

Diversifying search results
using only a small number of
facet terms [44]

“One result list only,”
not supporting search
results diversification

Similar to keyword
search

Requiring much more terms to
achieve similar diversification
effect of faceted search

Ranking
Function

Supporting facet ranking and
search results ranking

Only supporting
search results ranking

Similar to keyword
search Similar to keyword search

From the above comparison, it can be concluded that the usability of faceted search in general is
better than that of other three paradigms. Many of the existing researches on the usability of faceted
search support this conclusion. Faceted search typically achieves higher precision and recall, and uses
less time to retrieve the results [2, 6, 21, 32, 34, 41, 45-48], comparing to keyword search, especially in
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the scenario where the users are unfamiliar with the topic being searched. Previous literature [21, 49-
51] also pointed out that faceted search outperforms the monolithic taxonomy-based directory search
in terms of classification effectiveness, and has better support for multi-criteria indexing and so on.

The major limitation of faceted search is that most faceted taxonomies in existing faceted search
systems are still created manually by domain experts. It is time consuming and of high labor cost [52].

1.3  Faceted taxonomy of research work on faceted search

By analyzing the extensive faceted search research of the past decade, we developed a faceted
taxonomy representation of these literatures, which is shown in Figure 2. The faceted taxonomy
consists of four facets: facet models, key technologies, evaluation matrices and faceted search systems.
When looking at “facet models” property, the top-level terms are “theoretical basis,” “model
structure”, “main terms”, “interactivity” and so on. The “key technologies” facet consists of five top-
level terms: “facet term extraction”, “hierarchy construction”, “compound term generation”, “facet
ranking” and “search results ranking”. They correspond to the five stages of faceted search. The
“evaluation matrices” facet contains four terms: “subjective metrics”, “objective metrics”, “relevance
metrics” and “cost-based metrics”. The “faceted search systems” facet has top-level terms of “data
type”, “facet type,” “generation of faceted taxonomy”, “integration with other search methods” and so
on, in accordance with the features and specifications associated with faceted search system.

Faceted Search

Facet Models Key Technologies Evaluation 
Matrics

Faceted Search 
Systems

Subjective 
metrics

Objective  
matrices

Data source typeFacet term 
extraction

Theoretical 
basis

Model 
structure

Main terms

Facet type

Integration with 
other search 

methods

Hierarchy 
construction

Compound term 
generation

Facet rankingInteractivity 

…… Search result 
ranking

……

Generation of 
faceted taxonomRelevance 

metrics

Cost-based 
metrics

Figure 2. The faceted taxonomy of research work on faceted search

Under the guidance of the above faceted taxonomy, we surveyed the existing work on faceted
search in detail. The rest of this paper is organized as follows. Section 2 reviews some well-known
facet models. Section 3 proposes a general framework for faceted search system, and analyzes the key
technologies of faceted search, including facet term extraction, hierarchy construction, compound term
extraction and facet ranking. Section 4 mainly discusses two types of objective evaluation metrics for
faceted search: relevant matrices and cost-based metrics. In Section 5, we compare the performance of
several state-of-art faceted search systems. Finally, the conclusions and future work are presented in
Section 6.
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2 Facet Model
Facet model is the formal description of a faceted taxonomy and the facet-based navigation process.
According to different modeling methodologies, facet models can largely be divided into three
categories: set theory based, FCA (Formal Concept Analysis) [53] based, and lightweight ontology
[54] based. In Table 2, we briefly compared the facet models mentioned above by theoretical basis,
model structure and other key aspects.

Table 2 Comparison of existing facet models

InteractivityTheoretical
Basis Model Name Time Model

Structure Main Concepts
Filtering Ranking

Application

Null HFC 2003 Flat
/Hierarchical Faceted metadata Null Null Flamenco [21]

Sacco’s Model 2000 Tree

Terminology,
Subsumption,

Faceted taxonomy,
Taxonomy-based

source, etc.

Focus,
Zoom
points,

Restriction

Null dbWorld Xtended
[58]

FaSet 2009 Tree
Facet, Facet space,
Multidimensional,
Classification, etc.

Filtering
computation

Focus
similarity Freeable [59]

Set theory

Li’s Model 2010 DAG
Category hierarchy,
Facet, Navigation

path, etc.
Null Facet

ranking Facetedpedia [9]

FCA FKR 2000 Lattice Facet, Interpretations,
Units, Relations, etc. Null Null FaIR[62]

Lightweight
ontology

Faceted
Lightweight

Ontology
2009 Tree

Facet, lightweight
classification
ontology, etc.

Null Null Living Knowledge
Project

Three typical set theory based models are discussed as follows:

The faceted taxonomy model proposed by Sacco et al. [55, 56] organizes the facet terms into a
tree structure by means of hierarchical relation (“is-a” or “part-of”). This model provides the formal
definitions of terminology, subsumption, compound term, taxonomy, faceted taxonomy, interpretations
and taxonomy-based source. It also provides necessary simple and intuitive operations to support
interactivity, such as zoom-out and zoom-in used for exploring the tree structure. In recent years, the
development of Compound Term Composition Algebra (CTCA) [44] has significantly improved this
model by providing a series of algebra operations. This model has been widely adopted by faceted
search systems such as Mitos [57], dbWorld Xtended [58].

FaSet model proposed by Bonino et al. [59] focuses on using structured data in relational
database. It provides the formal definitions of facet, facet space, focus, multi-dimensional
classification, etc. In addition FaSet offers two search algorithms for faceted navigation and search
results ranking respectively, which are implemented in SQL.

Li et al. [9] presented a facet model with a Directed Acyclic Graph (DAG) structure based on the
set theory. It is used in Facetedpedia system. This model gives the formal definitions of category
hierarchy, facet, navigation path, faceted interface, and provides the facet ranking operation based on
the navigation cost and pairwise similarity among facets.
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Faceted Knowledge Representation (FKR) model from Uta Priss [60] is a typical FCA-based

facet model. FKR model gives the formal definitions of unit, relation, facet, interpretation, and
organizes facet terms into a lattice structure. In contrast to the above set theory based models, FKR can
only map data items to a single taxonomy and has no interactivity.

Faceted Lightweight Ontology proposed by Giunchiglia et al. [61] is a typical lightweight
ontology. It has a rooted tree structure where each node is associated with a natural language label. The
labels of nodes are organized according to certain predefined patterns that capture different aspects of
items. This model gives the definitions of category ontology, lightweight ontology, and faceted
lightweight ontology, but does not provide interactive operations.

In addition to the above models, there are a small number of facet models without explicit
theoretical basis, such as Hierarchy Faceted Categories (HFC) model proposed by Yee et al [21].

It can be seen that the models based on set theory are capable of modeling facet ranking and
faceted filtering, and are better in interactivity than other models.

3     Key Technologies
Through an empirical analysis of various faceted search systems such as Flamenco, Facetedpedia,
mSpace [63], we propose a general faceted search framework, as illustrated in Figure 3. The
framework consists of three modules: faceted taxonomy generation, query refining and result ranking.
They cover four key technologies, facet term extraction, hierarchy construction, compound term
generation and facet ranking.

Hierarchy
Construction

Facet Term 
Extraction 

Faceted Taxonomy 
Generation

Compound 
Term 

Generation

Facet 
Ranking

Query 
Refinement

Results 
Ranking

......

Facet1
Facet1 FacetnFacetn

......

Facet2 Facet2 

Materialized 
Faceted Taxonomies

Term
Data Item

Figure 3. The general framework for faceted search system

The faceted taxonomy generation module constructs a faceted taxonomy from various text
sources in an automatic or semi-automatic way. This module consists of two sub-modules: facet term
extraction and hierarchy construction. The goal of the former is to automatically extract facet terms
from structured or unstructured text data, such as XML and hypertext files; while the latter discovers
the hierarchical relationships among facet terms. During the construction of faceted taxonomy, some
algorithms can also establish the relations between the faceted taxonomy and the data items, and
produce a materialized faceted taxonomy at the same time.

By means of a faceted taxonomy, the query refining module can facilitate users to select facets
and refine search results in an iterative way. The core functionalities of this module include compound
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term generation and facet ranking. The first function generates all the reasonable compound terms
comprising one or more facet terms, in order to determine whether the compound term selected by a
user is valid. The second function selects only a portion of all the facets to display in the user interface,
when there are too many applicable facets and facet terms. The query refining process runs as follows.
First, the facets in a faceted taxonomy are ranked, and some are selected to be showed in the user
interface. The terms in the selected facet are employed by user to form compound terms. Secondly, the
system validates the compound terms selected by the user, and shows only the data items associated
with the valid compound terms. At the same time, the system updates the number of data items
corresponding to facet terms in user interface and ranks the facet terms again for the next navigation
activity. The iterations continue until expected results are found.

Search results ranking in the faceted search is similar to that in the traditional Information
Retrieval domain. It has been extensively studied for years [64-66]. Thus we will skip it from the
following sections.

3.1 Facet term extraction

Manual recognition of facet terms by domain experts is costly, inefficient and has poor scalability. A
few researchers have conducted a preliminary study of automatic facet term extraction. Existing
automatic extraction methods can be divided into three categories corresponding to the different data
types: unstructured, semi-structured and structured.

Unstructured data refers to the information that does not adhere to a predefined data model. In
facet term extraction, the most common form of unstructured data is the natural language text, which is
always ambiguous and ill-formed. Since machine understanding of natural language text remains as an
open topic, it is very hard to automatically extract facet terms by using machine learning techniques
only. Current extraction methods mainly focus on making comprehensive use of the statistics of terms,
linguistic features of the terms and external knowledge base. The typical methods are outlined as
follows.

Stoica et al. [67] proposed Castanet algorithm to select facet terms based on term frequency
distribution. The essence of this algorithm is selecting the terms having a frequency higher than a
threshold as facet term candidates for subsequent processing. This algorithm can be easily
implemented and extended to different domains since only term frequency is employed.

Anick and Tipirneni [68] proposed a facet term extraction algorithm based on the lexical
dispersion of words in text. Lexical dispersion of a word is the number of different compounds that
contain this word within a document collection. The algorithm consists of two stages. In the indexing
stage documents are parsed so the lexical compounds can be extracted. In the querying stage the
compounds appearing in the top n documents of a ranked result list are used to compute the lexical
dispersion of each term occurring within these compounds. These terms are then sorted by their
dispersions and the top m terms are selected as candidate terms for subsequent hierarchy construction.
The disadvantage of this algorithm is that the extraction of facet terms depends on the specific lexical
structure and therefore can be hardly extended to new domains.

Ling et al. [69] proposed a two-stage probabilistic method to extract facet terms based on topic
model. Given the original keywords from a user, this method first applies a bootstrapping algorithm to
the document collection to get more correlated terms. Probabilistic mixture models are applied to these
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expanded terms to estimate the term distribution of every facet. This is done by simultaneously fitting
the topic model to the data set and restraining the model so that it is close to the specified definition
from the user. The basic idea behind the processes is to guide the topic model with user-defined
keywords.

Dakka and Ipeirotis proposed an unsupervised automatic facet extraction algorithm using external
resources [51]. This algorithm first identifies the facet term candidates in each document by using
third-party term extraction services or algorithms, such as LingPipe [70], Yahoo Term Extraction [71],
Wikipedia, or Taxonomy Warehouse [72]. Then, each candidate is expanded with "context" phrases
appearing in external resources by querying WordNet, Wikipedia, and other online dictionaries. This
step produces the latent facet terms in the expanded term set, which do not explicitly appear in the
documents. Finally, the term distributions in the original term set and the expanded term set were
compared to identify the terms that can be used to construct browsing facets. This algorithm has good
flexibility and extensibility. However the quality of the extracted facets heavily depends on the quality
of the external resources and term extractor.

The semi-structured data does not conform to an explicit data schema; however, it generally
contains tags or other markers to separate semantically related elements. Examples of the semi-
structured data include HTML pages and the pages annotated by Resource Description Framework
(RDF). Semi-structured data has an implicit formal structure, which can be exploited to improve the
quality of facet term extraction. For example, the hyperlinks of web pages can be used to evaluate the
importance of facet terms. The typical extraction methods in this subfield are described briefly as
follows.

Li et al. [9] developed a system named Facetedpedia that exploits internal hyperlinks of
Wikipedia and folksonomy for automatic extraction of facet terms. Facetedpedia regards titles of
articles as facet terms, and constructs the taxonomy of articles that is hyperlinked from user keywords
query results, based on the Wikipedia category system. Oren et al. [41] proposed a facet term
recognition method dedicated to the semi-structured data in semantic web. This method was
implemented by dynamically constructing a faceted navigation tree based on RDF graph.

Structured data has an explicit data model or schema, such as data stored in a relational database.
For structured data, the core task of facet term extraction is to select facet terms from attributes of
database. Roy et al. [73] presented such a method. At every step, a user is asked one or more questions
about the different facet terms, and the most promising set of facet terms is identified based on the
user’s response. Zhao et al. [74] implemented TEXplorer which selects facet terms from the attributes
by measuring the relevance between keywords and documents.

3.2 Hierarchy construction

Hierarchy construction aims at discovering the “is-a” and “part-of” relationships among the facet
terms extracted from text corpus. Currently, clustering-based and pattern-based methods are quite
popular.

The clustering-based methods exploit the semantic similarity or semantic distance between
concepts to induce hierarchical relations among them. In these methods, a cluster can be considered as
a facet term. The hierarchical structure of the clusters corresponds to the relations among the facet
terms.
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The hierarchical relation extraction algorithm proposed by Zeng et al. [75] takes the search

keywords as the root node. The algorithm organizes the search results into the branches of the root
node and assigns each branch a facet term. An Support Vector Machine regression model is learned
from human labeled training data to search facet terms in the search results. Each search result is given
relevant facet terms to form multiple candidate groups. The final groups are generated by merging the
initial candidate groups. This method cannot generate multidimensional taxonomies. Also the
extracted relations may be neither “is-a” nor “part-of”.

Dou et al. [76] developed QDMiner system to automatically extract facet hierarchies for
keywords by aggregating frequent lists from free text, HTML tags, and repeated regions within top
search results. The process is described as: 1) When a user issues a query, QDMiner retrieves the top-k
results from a search engine to form a set R. 2) QDMiner extracts and weights several types of lists
from each document of R. 3) QDMiner groups similar lists together to form a facet by a modified
quality threshold clustering algorithm. 4) QDMiner evaluates and ranks facets and facet items based on
their importance.

Chen and Li [77] presented a method of automatic term hierarchies acquisition based on
subsumption estimation and spectral clustering. First, each term is considered as a vertex in an
undirected weighted graph. The problem of hierarchical relation construction is then modeled as a
modified graph-partitioning problem and is solved by spectral clustering methods. Subsumption
estimation is introduced to guide the spectral clustering process. As a result, a modified spectral graph
partitioning algorithm was developed to accurately depict the hyponym information about facet terms.
This method can extract facet terms based on compound words such as “probabilistic clustering,” but
the hierarchical taxonomies may be significantly different from the manually obtained taxonomies.

The methods based on hierarchical concept clustering do not need training data and hence can
easily be applied to a wide range of domains. The disadvantages of these methods are, firstly, it may be
hard to give the produced cluster a category name. Secondly, the hierarchical structure is not in accord
with the cognitive structure that most people know.

Pattern-based methods primarily exploit specific patterns to construct the hierarchical structure.
The applicable patterns include the co-occurrence of facet terms, the existing hierarchical relations in a
semantic database such as WordNet, FreeBase and FrameNet [78].

The subsumption algorithm proposed by Sanderson and Croft [79] can automatically extract
hierarchical relation from a set of documents using term co-occurrence. This algorithm assumes that a
term pair (x, y) meeting the restrictions of  and , has hierarchical relation.
Then Dakka [80] optimized the algorithm and reduced the time complexity from  to ,
where n is the number of terms in text and m is the number of facet terms. This algorithm only depends
on statistical features of terms to determine the hierarchical relation. This may result in low precision.

Castanet algorithm presented by Stoica and Hearst [67] can automatically generate Hierarchical
Structure of faceted metadata from textual descriptions of data items by exploiting the “is-a”
relationship in WordNet. The algorithm selects candidate terms from textual descriptions of data items.
Then the terms having only one sense are used to build the core tree based on the “is-a” relation
defined by WordNet. Finally the ambiguous terms and low-frequency terms are added to extend the
core tree. Through the above steps, a faceted taxonomy is constructed automatically. This algorithm
solely depends on WordNet to obtain the “is-a” relationship and therefore has limited scalability.
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Deep Classifier proposed by Xing et al. [81] is a novel algorithm that groups search results into

detailed hierarchical categories by pruning online web directories. The web directories, such as
Yahoo!Directory and the Open Directory Project, are always too complex to construct an appropriate
taxonomy directly. Therefore, this algorithm first searches for the web directory by using keywords
from a user query. Then a hierarchical structure related to user keywords is generated from the search
results. Compared to the online web directories, the taxonomic structure contains fewer nodes and is
closely related to the user keywords.

Hierarchical structure constructed by the pattern-based methods is more conforming to human
cognitive structure, compared to those constructed by the clustering-based methods. However, pattern-
based methods rely too much on the external semantic resources. If some facet terms do not appear in
these semantic databases or taxonomy categories, it is hard to discover the hierarchical relations of
these terms.

The relationships constructed by above methods are mostly of the binary type. Two terms either
have a hierarchical relationship or they do not. In real world, however, the relationship between two
terms is generally obscure and can be measured as a value in the range of [0, 1]. A preliminary study
of fuzzy relation construction has been conducted, such as the literature [82, 83]; and more
investigations should be launched by more researchers and research groups.

3.3 Compound term generation

A compound term is valid if it can index one or more data items. In general, most valid compound
terms are manually built by domain experts. When there are a great number of facets or facet terms, it
is necessary to automatically generate valid compound terms.

The key finding in compound term generation research is the Compound Term Composition
Algebra (CTCA) [25, 44] proposed by Tzitzikas et al. It can generate all valid compound terms of a
faceted taxonomy effectively. The expression of CTCA consists of a series of pre-defined valid
compound terms and invalid compound terms. All the terms are linked together by four basic
operations: plus-product, minus-product, plus-self-product and minus-self-product. The algebra
validates a compound term by recursively analyzing the syntax tree of the expressions affiliated to the
faceted taxonomy. The operations of plus-product and plus-self-product are used to judge whether or
not a compound term is the parent node of some valid predefined compound terms. The minus-product
and minus-self-product operations are used to judge whether a compound term is the child node of an
invalid predefined compound term.

Since CTCA only needs to store the two kinds of expressions which are formed respectively
by valid or invalid compound terms; it can validate a compound term in shorter running time with less
memory consumption.

3.4 Facet ranking

When there are too many facets or facet terms, or the user interface is too small to display them all,
only some of these facets or terms should be displayed. This requires the facets and terms to be ranked
so that the most important ones are picked. Our survey identified two major types of facet ranking
methods: the independent facets (attributes) based and the correlated facets based.
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The independent facet based ranking methods mainly depend on classification capacity of facet.

The representative researches are briefly described as follows:

Oren et al. [41] exploited the predicate balance, object cardinality and predicate frequency to rank
facets. The predicate balance is referred to as the balance of the faceted navigation tree composed of
faceted attributes (terms). The more balanced this navigation tree is, the higher the navigation
efficiency is. The object cardinality is the number of values that can be assigned to the faceted
attribute. The smaller this cardinality is, the easier it is for user to select a suitable value. The predicate
frequency indicates the classification capacity of a facet. If the predicate frequency of a faceted
attribute is low, when a user selects a value of this attribute, only a small number of data items are
affected.

Roy et al. [84] considered the navigation process in a structured database as the decision process
for constructing minimum cost tree (the average path length between all leaf and the root of the tree  is
minimized). The attribute represented by the root node of the decision tree is the facet with the best
classification capacity. The classification capacity of a facet is defined by the formula

, where  is the attributes (terms) of one facet, D is

the data set,  is the domain of attribute ,  is the q-th value assigned to , and  is the
subset of D, in which value of  is . The facet with the minimum value of Indg() is selected as the
optimal facet. By continuing calling indg(), the desired k facets will be obtained.

Ranking methods based on the correlated facets employ the overlap, mutual information and
conditional probability of facets or facet terms to select or rank facets. Although more reasonable,
these methods tend to increase the complexity of facet selection and ranking problem. Noticable works
are briefly described as follows:

Li et al. [9] ranked individual facet hierarchies by measuring user’s navigational cost. They also
ranked multiple facets by using both their average navigational costs and average pairwise similarities.
The navigational cost is defined as the logarithm of the length of the navigation path. The average
pairwise similarity of k overlapped facets is formally defined as

, where  between  and  is
defined as the overlapped items between the facet  and .

The method proposed by Zwol et al. [3] ranked the candidate facets based on the statistical
analysis of query terms and query sessions derived from the image search logs. The first step is to
calculate all possible co-occurring objects for a query event. Then a series of metrics are computed,
including atomic metrics (probability, entropy), symmetric metrics (cosine similarity, joint probability)
and asymmetric metrics (conditional probability, K-L divergence).

Yamamoto et al. [85] applied Co-HITS framework to rank the facets extracted from community
QA corpus. Co-HITS is a generalized form of the Hyperlink-Induced Topic Search (HITS) algorithm
[86], which stochastically calculates the importance of the nodes in a bipartite graph ,
where the vertex set  and  correspond to the entities and the facets respectively.
The edge set  contains edges between vertices in  and .

The above literatures rank facets or facet terms. However ranking the faceted values of the
individual facet terms is also necessary in some cases. At each navigation step, when too many results
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queried by compound term lead to too many faceted values, some rules or criteria should be applied to
give higher priority to only some of the results. The representative works are listed as follows.

Kashyap [6] proposed a faceted navigation model that considers a candidate facet having
minimum navigation cost as the desired facet. This model defines three types of operations during
navigation: SHOWRESULT, REFINE, and EXPAND. Kashyap proved that the calculation of the
minimum navigation cost is an NP-hard problem and therefore provided two approximation
algorithms.

Dash et al. [42] exploited random sampling to measure user interests in faceted values, based on
the frequency of facets in text. Given a faceted value f, p-value is used to estimate the user interests.
The p-value is defined as , where R is the number of documents in the data
set, r is the number of documents related to f, Q is the number of query results, q is the number of
documents related to f. The lower the p-value is, the higher the interest is. For multiple faceted values,
this method considers the p-values of the k most interesting values in every facet, the accumulated
value  is used to estimate the user’s interests, where  is the weight of the attribute value
and . The larger the accumulated value is, the more the total interests are.

Koren et al. [31] developed a facets-based general probabilistic framework to build a document
model. They also proposed a uniform method to solve the facet ranking problem. The ranking criteria
that this method uses are the basic relevance between facets and individual users, and the collaborative
relevance between facets and multiple users. Suppose there exists a set of training documents , the
number of training documents related to a user u is . The probability of the relevance between
the facets and the user is defined as , where  represents the
document x containing the k-th pair of facet term and value. The bigger  is, the higher the
relevance is.

4 Evaluation Metrics
Metrics used to evaluate faceted search can be divided into subjective metrics and objective metrics.
The former can be used to assess users’ subjective judgment of search quality. For example, the
subjective metrics proposed by Yee [21] and Uddin [87] include “easy to use,” “easy to browse,”
“simplicity” and “flexibility.” Bartolini [49] and Smith [88] adopted the average satisfaction rate as the
overall search quality metric. The disadvantage of subjective metrics is that the evaluation results are
likely to be affected by users’ mental state, cognitive level and so on. Objective metrics evaluate
search results and search process by adopting standard benchmark. Here, we mainly focus on two
types of objective metrics: relevance metrics and cost-based metrics.

4.1. Relevance metrics

Relevance metrics are used to evaluate how relevant a search result is regarding a given query. In
faceted search, the matching between data items and facet terms in many cases are predetermined.
Only a small number of faceted search systems support automatic classification of search results based
on facet terms [52]. Therefore, the relevance metrics of faceted search results always are high.
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At present, a series of metrics have been proposed by information retrieval community to

describe the binary relevance and graded relevance. These metrics have been applied to faceted search
without modification [89].

Commonly used binary relevance metrics include precision, recall, F-measure, E-measure and
their macro and micro forms. For example, Gomadam [90] adopted precision and recall to measure
search quality. Xing et al. [81] used micro-F1, macro-precision, macro-recall, macro-F1 to evaluate the
results of their Deep Classifier faceted search system.

Graded relevance metrics mainly include r-precision (rPrec), normalized Discounted Cumulative
Gain (nDCG) [91], Rank biased Precision (RBP) [92], Mean Average Precision (MAP) [93], Mean
Reciprocal Rank (MRR) [94] and Binary Preference (BPref) [95]. Macdonald et al. [96] employed
MAP, rPrec and bPref to evaluate faceted search in blogs. Zhang et al. [8] adopted MAP, R@1000 and
other metrics to evaluate the faceted search on OHSUMED and RCV1 datasets. Pound et al. [97]
exploited nDCG to rank the output of their facet discovery algorithm.

4.2. Cost-based metrics

The cost-based metrics mainly look at run-time overhead and memory usage. Karlson [30] employed
the completion time of retrieval tasks as the evaluation metrics. He compared the efficiency of faceted
search and keyword search on mobile devices. Uddin et al. [87] used mean standard variance and mean
difference of completion time as evaluation metrics to measure the performance of faceted search and
keyword search. The completion time of retrieval tasks usually follows a positively-skewed
distribution. In order to make the value of the metric follow a normal distribution, Xu and Dumais et
al. [2, 98] adopted the logarithm of the average completion time as the evaluation metrics.

Dash et al. [42] employed two cost-based metrics: the time spent on calculating the number of
attribute-value pairs of facet terms, and the memory usage in index storing process.

5     Faceted Search Systems

After the first well-known faceted search system Flamenco, a series of faceted search systems have
been developed and applied to a variety of domains. In an effort to provide an overall picture of the
faceted search systems, we compared twenty existing systems in terms of data source, facet term
extraction, hierarchy construction, facet ranking and so on in Table 3.

Table 3 Comparison of the existing faceted search systems

Name Time Data source Facet term extraction Hierarchy
construction Facet ranking

Other search
paradigms
integrated

Flamenco 2003 Relational
database

Manually selecting
attributes from database

Generated
manually None Keyword search

DynaCet 2009 Relational
database

Automatically selecting
attributes from database

Based on users’
minimum cost

Navigation cost
based Form-based search

TEXplorer 2011 Text database Automatically selecting
attributes from database

Based on users’
selection

Significance
measure Form-based search
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FACeTOR 2010 Relational
database

Automatically selecting
attributes from database Not mentioned Navigation cost

based Keyword search

IBM PES 2011 Text database Automatically selecting
attributes from database Not mentioned None Keyword search

Facetedpedia 2010 Wikipedia pages Extracting the titles of
Wikipedia pages

Based on
Wikipedia category

system

Average
similarity of k-

Facet
Keyword search

Mitos 2008 Web pages Clustering web pages Organized by users None Form-based search

Relational
Browser++ 2005 Web pages Clustering web pages Generated

manually None Form-based search

Blognoon 2011 Web pages  Automatically extracting
from blog posts

Clustering blog
posts

Relevance to a
search query Keyword search

MediaFaces 2010 Semi-structured
data

Automatically selecting
from annotation

information
Facet extraction Using the latest

query logs Keyword search

mSpace 2005 RDF data Automatically selecting
attributes of RDF data Organized by users None Keyword search

/facet 2006 RDF data Automatically selecting
attributes of RDF data Organized by users None Keyword search

Longwell 2005 RDF data Automatically selecting
attributes of RDF data Organized by users None Keyword search

Tabulator 2006 RDF data Attributes of RDF data Not mentioned None None

Parallax and
Companion 2009 RDF data Attributes of RDF data Not mentioned None Keyword search

Stuff I’ve
seen 2003 Unstructured local

documents Not mentioned Organized by users None Keyword search

DocuBrowse 2010
Unstructured

enterprise
documents

Manual Organized by users None Form-based search

FacetLens 2009 Unstructured
academic articles Not mentioned Not mentioned None Keyword search

CiteSeerX 2008 Unstructured
academic papers

Using metadata of
documents Not mentioned The impact of

citations
Keyword search

Form-based search

Apache Solr 2004 Unstructured
documents

Using metadata of
documents Not mentioned None Keyword search

Flamenco [21] of UC Berkeley, DynaCet [73] of University of Texas at Arlington (UTA),
TEXplorer [74], FACeTOR [6] of University at Buffalo Buffalo and IBM PES (Patient Empowerment
System) [99] can build a faceted taxonomy, either manually or automatically, from structured data
such as rational databases, text databases, which have structured attributes available.
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Facetedpedia [9] of of UTA extracts facet terms from the titles of Wikipedia pages, and

constructs a faceted taxonomy based on Wikipedia category system. Mitos [57] of Forth and
Relational Browser++ [100] of University of North Carolina generates main facets by clustering the
crawled pages from websites, but the faceted taxonomy was built manually. Blognoon [101] extracts
facet terms by using a key term extraction algorithm, and constructs the facets hierarchy by building
blog posts clusters.

MediaFaces [3] of Yahoo! can extract a faceted taxonomy from the semi-structured annotation
data and rank facets based on user query logs. mSpace [63] of Southampton, /facet [102] of CWI
institute, Longwell [103] of MIT Tabulator [104], and Parallax and Companion [105] implement
faceted search and navigation for semi-structured Semantic Web data (RDF data). mSpace, /facet and
Longwell support automated faceted taxonomy construction, and allow users to modify the faceted
taxonomy if necessary. Parallax and Companion supports set-based browsing. It allows users to
efficiently browse through graph-based data by moving from a dataset to another related dataset.

Stuff I’ve Seen [106] of Microsoft, DocuBrowse [23] of TAMU and other systems implemented
various document management systems to support the faceted navigation. Stuff I’ve Seen implemented
uniform file management system, with which users can organize all types of local resources based on a
faceted taxonomy. DocuBrowse can recognize certain types of documents, and can automatically
recommend some documents to users based on document similarity and search history.

Relational Browser++ [100] of UNC and FacetLens [107] not only support faceted navigation, but
also have certain data analyzing functionalities. They can represent the distribution of different facet
values by a histogram.

In addition, there are some widely used open-source faceted search systems. CiteSeerX [108] is
built with a new open source infrastructure, SeerSuite, and indexes more than two million documents.
Apache Solr [109, 110] is an open source search platform supporting faceted search and full-text
search. It powers the search functionality of public sites such as CNET, Zappos, and Netflix, as well as
countless other government and corporate intranet sites. The source code and demos of another open
source system, Flamenco, can be accessed freely at its project website [111].

6     Future Research Directions
Although faceted search has been under intensive study, there are still a number of problems to be
solved. Based on our survey, we outline some possible future research directions of faceted search
research.

a) Automatic faceted taxonomy construction

The faceted taxonomies of most existing faceted search systems are manually created and
maintained, which is time consuming and labor intensive. Currently, although preliminary study of the
automatic faceted taxonomy construction has been carried out [51, 67], the existing methods are still
far from practical.

The future research on this subject should focus on the automatic extraction of the facet terms and
their hierarchical relations. In the ontology learning research community, extensive research on
extracting domain terms and their relations has been carried out. Nevertheless, these methods cannot
be applied to the extraction of facet terms and their relations, because (1) Facet terms and domain
terms are substantially different from each other, in that the domain terms are always domain-specific,
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while a portion of the facet terms can be domain-independent. (2) Domain terms are usually distributed
in data objects (for example, domain text). However, the top-level facet terms rarely appear in data
objects [51]. For example in Figure 1, the content of literature generally does not include the top level
facet terms such as “Subject Areas,” “Computer Science”. (3) Constrained by the orthogonality of facet
taxonomy, an individual facet term only belongs to one particular facet. The facet terms of different
facets have no hierarchical relations.

b) The faceted classification and faceted navigation for complex, open data

Up till now, faceted search mainly focuses on closed datasets. The data types of these data sets
are mostly structured or semi-structured. With the rapid growth of the web applications, more and
more unstructured data or complex structured data are produced. Therefore, novel faceted
classification and faceted navigation methods for these data should be extensively studied.

c) Faceted interface and visualization

The visual clutter and change blindness are two unsolved problems of visualization. The causes
of the visual clutter include excessive number of facet terms and the limited size of the user interface.
Therefore, adaptively displaying, hiding, expanding and folding of facet and facet terms need to be
investigated in the near future. Change blindness is a perceptual phenomenon where an observer fails
to notice visual changes [112]. In faceted search, the change blindness refers to the scenario that a
sudden disappearing of data objects during a navigation process. This often the users [113]. To solve
this problem, the animated transitions of faceted search should be able to help users perceive changes
in the interface.

In addition, representing the search results in a form of a multi-dimensional cube is also a future
research direction. Compared to the data presentation in a one-dimensional cube, which is widely
adopted by most existing faceted search systems, a multi-dimensional cube not only improves the
search efficiency, but can also easily support the integration of data mining, OLAP Cube and so on
[22, 114].

d) Relevance evaluation of faceted search results

Currently, the metrics used to evaluate information retrieval systems are adopted by faceted search
community without any modification. They are not very applicable in some real-world situations. The
reasons are: (1) These metrics are mainly designed to evaluate the search results organized in a “one-
result-list-only” way. They may not be suitable for measuring the results of faceted search [115]. (2)
Most evaluation metrics for information retrieval systems follow the assumption of independent
relevance [116]. While in faceted search, new search results are always the subset of the previous one,
which violates the assumption of independent relevance. Therefore, new evaluation metrics
considering category-based search results representation and dependent relevance should be studied.

7     Conclusions
Faceted search is a technique of accessing a large collection of information that is represented by a
faceted taxonomy. It enables users to select facets and facet terms to refine the search results in an
iterative way. Extensive research has been done in this domain during the last decade. This paper
summarized the published literatures, and proposed a faceted taxonomy of research work on faceted
search. On the foundation of the taxonomy, three types of facet models, which are based on the set
theory, FCA and ontology respectively, are compared in various aspects. We then propose a general
faceted search framework; four key technologies in the framework, namely facet terms extraction,



58      A Survey of Faceted Search
hierarchy construction, compound term extraction and facet ranking, are reviewed in detail. After that,
the relevance metrics and cost-based metrics for faceted search evaluation are explained. Finally, a
comparative study on the existing faceted search systems is conducted.

Although a variety of faceted search systems have been applied to many domains, there are still
several open questions to be solved. This paper points out four future research directions, including
automatic faceted taxonomy construction, faceted interface and visualization, relevance evaluation of
faceted search results, and the faceted classification and navigation of complex data and open data.
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