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Nowadays there are many research projects conducted in the areas of Learning Management Systems
(LMS) and Model-Driven Engineering (MDE). These research projects have shown that there are LMS
platforms with different architectures and inoperative to each other. The most significant contribution of
MDE has been the creation of a common meta-metamodel. This meta-metamodel allows transformations
between different models. This research work presents a LMS metamodel. The metamodel created is
based on the study of five LMS platforms. The LMS metamodel is a global model that makes a bridge
for the transformation of modules between the model and different LMS platforms, and it also presents
the development of a Domain Specific Language (DSL) tool to validate the metamodel, the
transformation process of the model with our DSL Tool to modules deployed in Moodle, Claroline and
Atutor, and finally testing and validation of creating modules with LMS platforms VS creating modules
with our DSL Tool.
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1 Introduction

At present there is an increasing interest in creating knowledge representation models in software
engineering [1]. This has led to research works like, for instance, Model-Driven Architecture (MDA)
[2], and the creation of modeling languages such as the Unified Modeling Language (UML) [3], The
UML metamodel is viewed as defining the language for creating models, and the MOF as defining the
language for creating metamodels. MOF allows serializing metamodels in XML Metadata Interchange
(XMI) [4, 5]. There are other ways to generate XMI, e.g. generating metamodels with Ecore [6]. This
paper presents a metamodel and Domain Specific Language (DSL) tool for Learning Management
Systems (LMS), to create course modules on some LMS, independently of their platform. This is a
view point to solution problem of interoperability between LMS platforms.



24 Domain Specific Language for the Generation of Learning Management Systems Modules

To create a LMS metamodel, the first step was to select and graphically represent 5 LMS
platforms. The LMS platforms selected were: DotLRN, SAKAI, ATutor, Claroline and Moodle,
because they have a good degree of acceptance and a good evaluation in most communities and
working groups devoted to topics related to course content management and strategies in learning [7,
8]. The graphic representation was made with CMapTools [9] because it offers ease for collaborative
Web work, has a variety of formats for exporting the map and has a large number of projects that have
worked with it, such as [10-14]. For the knowledge acquisition a technique called "knowledge
elicitation" was used [15], this technique uses natural language in the acquisition of requirements. The
report of this research work is in [16]. The final result is a list of the similar modules between the LMS
platforms and this is explained in Section 2. In Section 3, we review modules architecture in LMSs
(Moodle, Claroline and ATutor). The next step was generating a LMS Metamodel based on previous
work; this is shown in Section 4. The next step was constructing a DSL tool based on the modules of
communications of the LMS Metamodel, this is shown in Section 5. In order to validate and test the
Metamodel and the DSL tool, the transformation from a model in the DSL tool to modules in Moodle,
Claroline and ATutor is necessary. This is explained in the Sections 6. Section 7 evaluates and
validates the approach. Section 8 presents related works. And Section 9 presents conclusions and
future research works.

2 Selecting tools and methodology for construction the LMS metamodel.

2.1 Selecting LMS Platforms

At present there are many Learning Management Systems (LMS), these LMS usually take some form
of standardization in their construction. We will conduct a detailed study to analyze from the
standpoint of computing, the content of some LMS to define a comparison table between them, the
main criterion for selecting the platforms is the adoption of GPL licensing and open source, this
condition with the aim of facilitating the analysis of its behavior and its modules. For the selection of
LMS, we chose  Moodle, Sakai, and DotLRN because works such as [17] show that Moodle is the
most used open source LMS in Spanish Universities with over 45%. Furthermore, Sakai has 5%, and
DotLRN has 4%. Claroline and ATutor were selected because they are also used worldwide. For
instance, according to [18] each of these platforms are used by 3% of the Italian Universities.

2.2 Using of the previous platforms for the build metamodel

According to [19], a product family provides a context in which many problems common to family
members can be solved collectively, in this sense, we separate the product family in three parts 1)
common part, 2) specific part for the particular client needs and 3) repetitive schematic part, this last
part will be refactored to be create with models [20]. To capture LMS characteristics we used Feature
Models, that provides a formal way to capture commonalities and variabilities in features identified
during domain analysis [21].

For the capture of commonalities characteristics, with the platforms selection of the previous
section, we built a knowledge map each platform and adjusting the proposal of [22], that used a
ontology as based for feature modeling, for a knowledge map.  With this modeling, we did a
comparison procedure between the modules of the LMSs, and finally we generated a comparison table
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of modules, which shows a first approximation of modules compatible between LMSs and a generic
name for them to define the LMS metamodel [16]. The final result is shown in Table 1.

Table 1 Comparison between modules LMS.

2.2 The LMS platforms described by the metamodel

The metamodel does describe all LMS platforms, but describes the schematic repetitive parts of the
five LMS and possibly other more. Namely, the refactored parts, for create models that serve specify
for parts of the system with major abstraction level, because all is common but variable the whole
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family of LMS platforms, or at least the platforms studied. Other common parts as security, were not
modeled because do not belong strictly to the domain of the LMS and therefore are not described in the
metamodel.

Now it is necessary to explain how a module architecture in the LMS platforms is. This is
necessary for learning to generate modules in specific platforms and is explained in the next section.

3     Modules Architecture in Learning Management Systems

3.1 LMS’s study platforms

In this research work, three LMSs  (Moodle Claroline and ATutor) were selected how sample of the
population, because this represented more of 50% of the initial population sampling. The Moodle
platform was selected because of [17] show that for the year 2009 this was used in more than 45% of
Spanish Universities, and Claroline and ATutor were selected because these platforms use the same
technology architecture like Moodle, for example, they use a Apache Web server, a MySQL data base
and PHP programming language.

For the purpose of this work it is necessary to study the structure and creation of modules in
the platforms before mentioned. In first instance the Moodle’s module architecture is below:

3.1.1 Moodle architecture

The Moodle version used was 1.9 [23]. A good guide to learn how to create modules in Moodle is its
Web page [24], other works that were used for the same purpose are [25] and [26]. The Moodle’s
modules are stored in a folder named Moodle/mod/module_created each one in a directory, the files
and folders general structure is presented below:

• mod_form.php: a form to set up or update an instance of this module.

• lib.php: any/all functions defined by the module should be in here. If the module name is
called widget, then the required functions include:

o widget_install() - will be called during the installation of the module.

o widget_add_instance() - code to add a new instance of widget.

o widget_update_instance() - code to update an existing instance.

o widget_delete_instance() - code to delete an instance.

o widget_user_outline() - given an instance, return a summary of a user's contribution.

o widget_user_complete() - given an instance, print details of a user's contribution.

o widget_get_view_actions() / widget_get_post_actions() - Used by the participation
report (course/report/participation/index.php) to classify actions in the logs table.

3.1.2 Claroline architecture

The Caroline’s version was 1.8. For the development of modules in Claroline was used the presented
in its Web page [27]. The Claroline’s modules are stored in a folder named
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Claroline/Claroline/module_created, each one in a directory, the files and folders general structure are
presented below:

• entry.php: the entry point of the module. In other words is the first execution file.

• manifest.xml: describe the module.

• lib/:directory to store libraries to used.

• lib.php: functions used in the module.

3.1.3  ATutor architecture

In the case of ATutor the version was 2.0.2. For the development of modules in ATutor the one
presented in its Web page[28, 29] was used. The ATutor’s modules are stored in a folder named
ATutor/mods/module_created, each one in a directory, the files and folders general structure are
presented below:

• module.php: is the main module file which gets included whenever a page is loaded. It is
required.

• module.xml: is used only for identifying the module for distribution and is only used when
viewing a module's details. It is required.

• module_install.php is used when installing the module. It is required.

• module_backup.php is used when backing-up and restoring course content. It is optional.

• module_delete.php is used when deleting course specific content. It is optional.

• module_cron.php is used to run module related commands at specified intervals. It is optional.

• module.sql is used to add tables and/or modify data in the ATutor database. Also used to
insert language into the language_text table. It is optional.

• lib/:directory to store libraries to used.

• dsllib.inc.php: functions used in the module.

The next step was to generate an LMS metamodel, this is the abstract syntax and this idea is
explained in the next section.

4     LMS Metamodel

Before explaining the LMS metamodel, it is necessary to mention the works that have contributed to
this proposal, like: [30] in which the goal is to provide a generalized architectural framework enabling
an integrated specification of platform architectures, this contribution presents an original approach to
the problem of integrating LMS platforms of different architectures. In particular it proposes an
integration strategy of LMSs into a generalized model of an LMS with an example of this integration
strategy at two sets of functionalities (access rights and learning object management). They modeled a
Platform Independent Model (PIM) of two LMS systems (Moodle and OLAT) and showed how to
map them to a generic General PIM. The framework still needs to be enriched by more examined LMS
systems. [31] proposed a framework for e-learning platforms that allows us to separate the system
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specification into different complementary perspectives. Moreover, this framework isolates the final
development process (technology) from the system modeling by using the MDA concepts provided to
capture the system functionality and organize the specification of complex e-learning systems. On the
other hand [32] present a framework for developing all kinds of applications based on the opinion of
renowned experts in Model-Driven Engineering (MDE) and on the lessons learned from other authors.

The metamodel created is based on the study of LMS platforms [16]. This research work shows
modules compatible between LMS platforms and a generic name for them, see Table 1.

In the process of generating the metamodel, the knowledge must be transformed to meet the
needs of the model, thus the metamodel is not an exact representation of model with the CmapTool.
For the mapping between the model with CmapTool and the metamodel, we used a proposal of [33],
where they postulate a relationship between the elements in an ontology or model of domain (model
with CmapTool in our case) and the corresponding elements in the metamodel. This mapping is a
manual process.

For the construction of metamodel and DSL, we use Eclipse Modeling Components, this
includes Eclipse Modeling Framework (EMF) [6], Graphical Modeling Framework (GMF) [34] and
Editors for metamodels, among others. The LMS metamodel only represents some parts of the LMSs.

As the metamodel LMS has a correspondence with XMI, below is a simple example. The
LMS can have zero or more Users, while the User can have a rol (assignetRol), e-mail (eMail),
password and user name (userName). Fig. 1 shows the representation of User EClass in a graphical
view and Ecore Explorer. Fig. 2 shows the correspondence between graphical view and XMI. The
Eclipse plugin provides all these modes of visualization.

Figure 1 Representation of User EClass in a Graphical view and Ecore Explorer.
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Figure 2 Correspondence between graphical view and XMI.

The result of conversion between the model with CmapTool and the metamodel is shown in
the next three figures (Fig. 3, Fig. 4 and Fig. 5). The LMS has tools for: Course, Communications and
Administration. The three elements have in common the attribute name (nameCourse). For this reason
there is a Tools EClass and three EClass which inherit Course, Communications and Administration
from it.

Figure 3 EClasses contained in Course EClass.
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Figure 4 EClasses contained in Administration EClass.

Figure 5 EClasses contained in Communications EClass and Single connection between Communication EClass and Module
EClass.
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The LMSModel EClass is a container, which stores all the elements of the abstract syntax.
One EClass that stores the elements of the model is necessary for the definition of all metamodels. This
is similar to a canvas in programming. The LMSModel EClass contains: Users, Authentication,
Course_Authorization, File_Manager, Announcement, Chat, Forum, News, Note, Wiki,
Activity_Calendar, Calification_System, Faq, Glossary, Groups, Questions, Answers, Course,
Communications and Administration.

An aim of the research work is modeling modules of courses for LMSs, and it was felt that the
basic modules for a LMS, are those contained in the Communication EClass (Fig 5). In this metamodel
the Module EClass is a generalization of Forum, Chat, Wiki, Announcement, News and Note modules.
This generalization is necessary to take a single connection with the Communication EClass, the
relation between Communication EClass and Module Eclass is named Communications_Has_Module,
and this relationship represents a unique connection in the DSL tool. This is shown in the Fig. 5.

The next section describes the construction of the visual tool called KiwiDSM for the
Communication modules with the LMS metamodel, this metamodel is shown in Fig. 5 and corresponds
to abstract syntax, the next step is create a concrete syntax and this idea is explained in the next
section.

5     Construction of the DSL tool

A domain-specific language is a tailor-made language that does only provide abstractions suitable for
one particular problem domain, in this case the communications modules of LMSs. For the
construction of the DSL tool there are basically two technologies used, EMF and GMF [34]. These
technologies were used in the metamodel definition. The GMF solution improves EMF/GEF (Eclipse
Graphical Editing Framework) with several metamodels that help to define concrete and abstract
syntaxes, their mappings and a simple user-interface customization.

The construction from DSL tool was conducted under the Eclipse platform and this should
have EMF, GEF and GMF plugins installed. Fig. 6 shows the steps for the creation of a DSL tool.

According to Fig. 6 the first step is to create the Domain Model, which corresponds to LMS
metamodel of Fig. 5. The next step is to create the Graphical Definition Model, which is used to define
the nodes, links, etc. that will be displayed on your diagram. The result is a file with the following
structure; a Canvas at the root with shapes gallery containing basic Rectangle, Label, and Polyline
Connection elements. These are used by corresponding Node, Diagram Label and Connection elements
to represent the topics from the domain model. The next step is a Tooling Definition Model, which is
used to specify the palette, creation tools, actions, etc. for the graphical elements. The result is a file
with the following structure; a top-level “Tool Registry” element, under which we find a Palette. The
palette contains a Tool Group with Creation Tool elements for topics nodes and links for subtopic
elements.

The Mapping Model is the next step, here the three models are merged: the Domain Model,
the Graphical Definition Model, and the Tooling Definition Model. The final step is creating a
Diagram Editor Generation Model. The generator model sets the properties for code generation. The
final result is shown in Fig. 7. This is the view of KiwiDSM.
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Figure 6 Steps to create DSL tool.

Figure 7 KiwiDSM: DSL tool for modeling LMS modules in some LMS platforms.
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The operation of DSL tool is very simple. To create modules, select a module of the palette,
drag and drop in the model diagram workspace, fill in the fields and connect nodes with the connection
of the pallet, following the next guidelines:

• A course can have a single module "Communications".

• The module "Communications" has zero or many: "Announcements", "Chat", "Forum",
"News ", "Note" and "Wiki".

The tool validates the following cases:

• It only allows a single module "Communications".

• When you generate the code to be deployed, those nodes that are loose (no connection) will
not be considered for the creation of the course.

It is very important to consider that the model with this tool is deployed on a single topic of the course;
therefore it is necessary to consider the names of the fields in each element (node or module) as
generics, to avoid change the model in every deployment on the course.

The Fig. 8 shows an example of a model and the relationship of each node and connection with the
XMI file that generates DSL tool.

Figure 8 Sample of a model and the relationship of each node and connection with the XMI file.



34 Domain Specific Language for the Generation of Learning Management Systems Modules

Observations to be considered in the modeling with this DSL tool:

• If you want to send a "Note" to all those enrolled in a course, the field "sendTo" should be
filled with a “*”.

• If you want to send a "Note" to a single enrolled in a course, the field "Send To" should be
filled with the email address, with which the person is enrolled in the virtual platform. If this
email address does not match that of the person, the message will not be sent.

• It is necessary to fill in all fields in the nodes. For those fields in which the user does not the
fill, information will be taken as null and it will not be processed.

In summary, this section talked about how to create a DSL visual tool, based on a metamodel,
which in turn is based on the Ecore meta-metamodel, the next step is to convert this new model, that
was obtained with the DSL tool and make a transformation to code, and this idea is explained in the
next section.

6     Transformation and deployment of model with KiwiDSM in LMS Platforms

In this section the problem of transforming a model to code for deployment on the specific platform is
presented, this type of transformation is called “Model to Text” or “M2T”. MOFScript is the
technology used to make this parser [35]. It is an Eclipse’s plug-in that works with special language
rules. The next step is the transformation to code from the model created with the KiwiDSM tool.

For this we have three files with the templates required for each LMS, these files are located
in the Eclipse project where the DSL tool was developed. These are:
“modellmsTransformationMoodle.m2t” for Moodle, “modellmsTransformationClaroline.m2t” for
Claroline and “modellmsTransformationATutor.m2t” for ATutor. The model generated was applied to
the M2T transformation file and like a result we have the files required to install a module with all the
model requirements specified by the user in the DSL tool, just we need to compress, store or install the
folder in the LMS's specified route in section 3.

MOFScript is a language based on rules, introduced by the OMG, for
model transformations to text (M2T). It can be installed as an Eclipse plugin. A good user guide to
start development in MOFScript is [36]. In MOFScript the first step is to define the start model to the
MOFScript’s template, to do this it is necessary to declare the transformation with
“texttransformation”. You need to add a parameter with the name of the metamodel created
(modellms) with the DSL tool with the extension “.ecore”, as it can be seen in the follow code line (see
Fig. 9).

Figure 9 Declaration the transformation in MOFScript.

If you need to use variables, the next step is to add these just after the above line, in this case
we add some variables to control creation of files and modules, like you can see in the follow code
lines (see Fig. 10).
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Figure 10 Variable declaration in MOFScript..

The principal task or starting point for transformations in MOFScript are contending in the
"main ()" which is declared as follows (see Fig. 11).

Figure 11 Main function “main” in MOFScript.

To create a new file you use the "file" as shown below (see Fig. 12 or 13).

Figure 12 Creating a file in MOFScript.

Figure 13 Creating a file in a folder with MOFScript.

Finally, to write the strings in that file should go between the character ( ' ). For the a function
declaration, you must first putting the word "module" followed by the operator “: :” and then the code
as follow (see Fig. 14).
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Figure 14 MOFScript header function for ATutor.

To invoke functions, it is called in where needed, as in the metamodel are contained EClass
all in one EClass called LMSModel, this relationship is represented by a connection. Then validate the
model if there is a model (Eclass) Communications relates to LMSModel through
LMSModel_Has_Communications, this is show below, see Fig. 15.

Figure 15 Call to a function and provide validation if there is any model EClass Communications.

Below, it is shown how to count how many modules a model has, regardless if they are
connected or not (see Fig. 16).

Figure 16 Counter modules within a model.

After all modules are checked, you need to get into the module Forum which are within the
model and connected to the Communications module, it is validated if the fields are filled, if not filled
a counter incrementing by 1 the variable Forum. It is determining that the modules are connected but
have no information. If they are filled, a new line is printed in the file along with two tab spaces.
Invoking the corresponding function in Moodle, Claroline or ATutor with input parameters names
entered from the model created and finally increments a counter of the modules created correctly (see
Fig. 17).
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Figure 17 Reviewing the Forum requested in MOFcript modules for ATutor.

The Table 2 shows the MOFScript instructions and the generated files, is shown the
MOFScript instructions for each LMS used in the present work and the files that were generated.

Table 2 MOFScript instructions and files generated.
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In a development environment with the KiwiDSM tool, the teacher creates the specific model.
When finish the design, the teacher needs to give to an Administrator, the generated file from the tool
to make the transformation and deploy in the selected LMS platform.

Once the Administrator receives the files sent by the teacher, for this sample scenario
"default.modellms" and "default.modellms_diagram".

1. Change the file extension "default.modellms" to "default.ecore".

2. Open Eclipse and apply the changes to the MOFScript file
“modellmsTransformationMoodle.m2t” or “modellmsTransformationClaroline.m2t" or
"modellmsTransformationATutor.m2t", it depends on the LMS selected by the teacher.

This transformation will generate the files mentioned above; when the process is finished, it is
necessary compress the folder with the files. The installation depends the LMS's administrator, for
sample in ATutor is necessary log in as Administrator, go to the Modules's option and Install Modules,
and select he file zip that was created in the transformation and click on the install selection. When the
installation is finished in the case of ATutor, the module needs to be "enabled". If you want to uninstall
click on the button "uninstall".

With these steps the teacher will see the module with all the specified in the model developed
with the KiwiDSM tool and can be activated in the course. Like we comment the transformation and
deploy depends on the model specific created with KiwiDSM and the LMS platform selected. The
source code of KiwiDSM, the MOFScript templates and the LMS platforms modules, it is available in
http://www.vicegd.com/KiwiDSMCode.rar.

7    Tests, validation and discussions about creating modules with LMS platforms VS creating
modules with our DSL Tool

7.1    Research experiment

The tool KiwiDSM was tested in the three LMS platforms. The objective is to test the performance
using the tool that performs a specific modeling domain for the construction of modules LMS
independent of the platform, against the creation of these modules manually. In this case like we
commented we used Moodle, Claroline and ATutor to measure parameters of usability (effort) [37]
and time (in seconds) in each of the mentioned cases. This test was presented by sixteen people with
basic knowledge of the LMS platforms, each one with the instructor role created five topics in his
course, using the DSL tool and the platform LMS with the ordinary way.

The measurement of time was made for both environments and we took the next:

• The time for addition of information for each tool.

• The time for addition of information on all tools that makes a topic.

• The total time in adding information on the tools of the five topics.

The measurement of effort getting the amount of times the user had to select or enter any data
into the system:



C. Montenegro, J. Cueva, O. Sanjuán and V. García      39

• Effort in adding information for each tool.

• Effort in adding information on all tools for a topic.

• Total effort in adding information on the tools of the five topics.

Table 3 Data to create specific model in KiwiDSM and LMS platforms.

Figure 18 Specific model for the test.



40 Domain Specific Language for the Generation of Learning Management Systems Modules

For the test it is necessary to compare the time of model construction in the DSL tool with
each LMS platform. For this in KiwiDSM, first the instructor needs to create the module and then the
link, and not create all the nodes and later all the links. As the test seeks to measure the time and level
of effort in adding information to each module, for this is necessary to give the data (see Table 3), the
final specific model you can see the final specific model in Fig. 18.

7.2    Results

Fig.19 shows the average time of creating five modules per topic in Moodle. The difference to
create the first topic, is a 1.75% more time to create the modules in Moodle than with the DSL tool, but
this difference grows from the second topic onwards, until it has a difference of 66.65% faster build
the modules with the DSL tool than with Moodle. It is observed that the time to create modules in
Moodle grows faster than with our DSL tool. Fig. 20 shows the average effort of creating five modules
per topic, and presents a similar behavior. The difference after creating the first topic is a 12.68% less
effort to create the modules in Moodle than with the DSL tool, but from the second topic onwards, the
effort in the creation of modules with the DSL tools is at least 63% less than creating them in Moodle.

Figure 19 Comparison of average  times between creating modules using the Moodle system VS creating modules using
KiwiDSM.
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Figure 20 Comparison of average  effort between creating modules using the Moodle system VS creating modules using
KiwiDSM.

Figure 21 Comparison of average  times between creating modules using the Claroline system VS creating modules using
KiwiDSM.
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Figure 22 Comparison of average  effort between creating modules using the Claroline system VS creating modules using
KiwiDSM.

Figure 23 Comparison of average  times between creating modules using the Atutor system VS creating modules using
KiwiDSM.
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Figure 24 Comparison of average  effort between creating modules using the Atutor system VS creating modules using
KiwiDSM.

Fig. 21 shows the average time of creating five modules per topic in Claroline. In this case the
difference to create the first topic, is a 15.69% more time to create the modules in the DSL tool than
with Claroline, but this difference changes from the second topic onwards, until it has a difference of
51.62% faster build modules with the DSL tool than with Claroline. It is observed that the time to
create modules in Claroline grows faster than with our DSL tool too. Fig. 22 shows the average effort
of creating five modules per topic, and presents a similar behavior. The difference after creating the
first topic is a 18.39% less effort to create the modules in Claroline than with the DSL tool, but from
the second topic onwards, the effort in the creation of modules with the DSL tools is at least 69.35%
less than creating them in Claroline.

Fig. 23 shows the average time of creating five modules per topic in Atutor. In this case the
difference to create the first topic, is a 7.65% more time to create the modules in the DSL tool than
with Atutor, but this difference changes from the second topic onwards, until it has a difference of
58.87% faster build modules with the DSL tool than with Atutor. It is observed that the time to create
modules in Atutor grows faster than with our DSL tool too. Fig. 24 shows the average effort of
creating five modules per topic, and presents a similar behavior. The difference after creating the first
topic is a 17.98% less effort to create the modules in Atutor than with the DSL tool, but from the
second topic onwards, the effort in the creation of modules with the DSL tools is at least 71.16% less
than creating them in Atutor.

Finally, conclusion of this section is that modules creation with the DSL tool, reduced time
significantly, and has performing better when created many modules. “When created many modules
with DSL tool, the performance is better”.

7.3     Validation

The tests that were performed at the DSL tool model properties were based on the requirements
defined in the metamodel, in order to validate the model built to meet the requirements of the
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metamodel. These tests were mainly created in the platform modules LMS: Moodle, Claroline and
ATutor, which have the necessary transformations of the model to them and which were explained in
previous sections.

We defined a set of tests that describe the activity that can be done with the DSL tool to be
deployed in platforms LMS (Moodle, Claroline and ATutor), these tests correspond to different
behaviors that can be given to fulfill a requirement. For each test, we made the following
formalization:

Test = {<formula,result>} where,

formula Є to composition <input, output>

result = 1 (true), if the formula models a valid behavior and  0 (false), if the formula models an invalid
behavior.

These tests included valid and invalid behaviors. If the test goes well in an invalid behavior
indicated that the model is flawed. Each test is modeled with a Petri net [38], to observe their behavior
and thus to find errors in the model.

A Petri Net is a quadruple R = {P, T, I, O} where:

P is a finite and nonempty set of nodes, given as conditions.

T is a nonempty finite set of transitions, given as events.

P ∩ T = 0

I: P x T → Input Function

O: T x P → output function

Described below are tests defined for the creation of each module.

Wiki module creation:

Consider the following nodes and transitions:

P = {p1, p2, p3, p4, p5, pEnd}

T = {t1, t2, t3, t4, t5, t6}

p1 = Waiting elements in the Canvas.

p2 = Node Communications created in Canvas.

p3 = Node Wiki created in Canvas.

p4 = Data wikiName assigned to the Wiki.

p5 = Data wikiBody assigned to the Wiki.

pEnd = Module Wiki deployed on the platform.

t1 = Communications was selected node from the tool palette and placed on the Canvas.

t2 = Wiki node was selected in the tool palette and placed on the Canvas.
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t3 = Connection was selected of the tool palette, and connected: the Communications node with Wiki
node.

t4 = information was assigned to the field node wikiName Wiki.

t5 = information was assigned to the field node wikiBody Wiki.

t6 = proper changes are made and deployment on the LMS platform.

Fig. 25 shows the petri net for the creation of the Wiki module.

Figure 25 Petri rule for Wiki module.

Valid behavior

Test1 = {<p1,t1>, <t1,p2>, <p1,t2>, <t2,p3>, <p3,t4>, <p3,t5>, <t4,p4>, <t4,p5> , <t6,pEnd>, 1}

In this trial, it was obtained as a result 1, which indicates that this behavior occurs in the model and
therefore meets the requirement. Below is graphically the end of the test in Petri net, simulating the
behavior and function entry and exit in each transition (Fig. 26).

Figure 26 Valid behavior.

Invalid behavior

Test2 = {<p1,t2>, <t2,p3>, <p3,t4>, <t4,p4>, <p3,t5>, <t5,p5>, 0}

In this trial, it was obtained as a result 0, which indicates that this behavior does not occur in the
model. Below is graphically the end of the test in Petri net, simulating the model, the behavior,
function entry and exit in each transition (Fig. 27).



46 Domain Specific Language for the Generation of Learning Management Systems Modules

Figure 27 Invalid behavior.

For all the cases in the modules creation was defined a set of Petri nets and validated each one
like the Forum module. With this validation we demonstrated that any module created with the
KiwiDSM tool is correct.

8     Related works 

Most of the related work has already been cited in the previous sections. Work like that of Bizoňová
[30], The goal is to provide a generalized architectural framework enabling an integrated specification
of platform architectures. This platform-independent framework can then be used to specify and
classify existing or future Learning management systems and to simplify migration of data between
different kinds of e-learning systems.

The relevance of the research works like [39, 40], but mainly [41] in the proposal of LMS
ontologies or model of domain. Less directly related are the papers debating between ontology or
model of domain  and metamodel, as originally discussed in [33, 42-44], the major characteristic is to
provide an equivalence between ontologies (model of domain)  and metamodels.

Another interesting issue is MDE, research works like [6, 32, 45-47]. These works provide the
knowledge base in: MDA, MOF, Ecore, metamodels, meta-metamodels, EMF and XMI.

About the framework used to define metamodels, it is appropriate to think about existing
metamodels and their representations for Objects and connections. There are two main protagonists in
this scene: OMG with MOF [4], and Eclipse Modeling Project with Ecore and EMF [48], which is the
basis of this work.

The importance and roles of visual representations led to a new interdisciplinary research area
about visual design for Technology Enhanced Learning (TEL). The main objective is to support and
enhance the quality of the design of TEL systems and to facilitate idea sharing, collaboration, and
reuse[49]. But visual representations can also be applied in other areas with DSL, such as [47, 50-54].

9     Conclusions and Future Research Work

This research work offers a LMS Metamodel that integrates several LMS platforms, allowing to create
modules in a visual DSL tool: KiwiDSM and convert them automatically to three LMS platforms, an
approach which can be seen in [55].

In this Article is presented a complete case of applied MDA in a real project. The Metamodeling
techniques for domain analysis enable definition of domains as metamodels that serve both for
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capturing domain knowledge and for validating particular applications in a domain. And there are four
levels M0, M1, M2 and M3 [56]. We have explored all these levels. The LMS Metamodel belongs to
M2 level, the Level M3 is a meta-metamodel Ecore, and the next step is to create the M1 level. To
create this level it is necessary to generate a Domain Specific Language (DSL) and for this, Graphical
Modeling Framework (GMF) was used [57]. This DSL provides the user a tool for generating LMS
modules for independent platforms. The level M0 is a model to text "M2T" transformation. In this case
MOFScript [35] has been used. This is an area for new investigations with other technologies.

The EMF and Modeling Components of Eclipse project provide a way to make metamodels in
Ecore and validate your correct structure. The point of view of [33], which identifies a “bridge”
between the conceptualizations represented by metamodels and those by ontologies, particularly
foundational and domain ontologies and identifying the difference between these latter two in the
software engineering/modeling context is very important. This is an area for new investigations.

The above evidence demonstrates that by working with models, you reduce the time and
effort to create modules for some LMS platform, in this case (Moodle, Claroline and ATutor) and
further than the metamodel work, as it did not generated any flaw in the creation of visual tool modules
in the KiwiDSM tool, which is based on the metamodel LMS created.

For future work, it is necessary to implement the LMS metamodel and the DSL tool in
another EClass not only communications, to test and apply a new conceptual interaction between the
metamodel, the DSL tool and the final user. Another is to create software to incorporate the generated
files in the LMS platforms automatically when just the transformation is finished.
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