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Abstract

With the number of cores and nodes in networks-on-chips (NoCs) growing,
the node fault occurrence probability is increasing. Although the existing
turn model can route packets around the fault area and avoid deadlocks, a
large traffic load is generated in the non-rightmost column of the fault region.
This paper presents a novel fault-tolerant and congestion balanced (FTCB)
routing algorithm that chooses a lower load area as the optimal router path
by calculating the maximum path channels to balance traffic load and avoid
network congestion. Two methods are proposed to calculate path channels
for the fault-free mesh and the fault mesh. The improved odd-even turn rule
is introduced to calculate path channels for the fault-free mesh. To balance
the network load, free buffer length information is added to path channel cal-
culations, which reflects the global perception. For the non-fault region, we
update path channels by using the back formulas from the destination node
to the source node. In a fault region, the modified calculation rules of path
channels and fault-location odd-even turn rules are given. Compared to the
other two related works, the throughput of the FTCB algorithm is improved
by 6.92% and 10.7%. Meanwhile, the traffic load of FTCB is decreased to
some degree in whole mesh, which shows the FTCB routing algorithm can
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obviously improve network load balanced, saturation throughput and network
latency.

Keywords: Network-on-Chip (NoC), fault-tolerant routing algorithm, path
channels, free buffer length.

1 Introduction

With the development of chip technology and design level, increasing num-
bers of cores have become the main factor in enhancing parallel computing
performance of NoC processors [1]. Meanwhile, reliability problems are
becoming increasingly prominent under the dual influence of decreasing chip
size and increasing chip complexity. The fault-tolerant routing algorithm is
used to guarantee the normal work of the chip after the failure of a node
or link happens. Fault-tolerant design methods mainly includes data redun-
dancy [2], resource redundancy [3] and router redundancy. Fault-tolerant
algorithms based on router redundancy have high reliability, low hardware
cost and small area, and the transmitted packets can avoid the fault path by
turning around the fault region.

Some existing fault-tolerant routing algorithms consider a single path
selection rule, and as a consequence, the problem of local network congestion
and imbalanced load happen frequently [4–12]. Some researchers have intro-
duced local free buffer information as the evaluated condition, which cannot
solve the imbalanced load problem [13–15]. Our research proposes a FTCB
routing algorithm with global perception and a hybrid path selection strategy.
The traffic load imbalances and network congestion around the faulty region
of an NoC can be overcome by the FTCB routing algorithm. In addition,
the average saturation throughput can be improved by the proposed routing
algorithm. We use an improved odd-even turn mode in the global strategy to
calculate the path channels so that multiple paths are available for avoiding
deadlock without using a virtual channel. The calculation of path channels
also considers current free buffer length (FBL) in a fault-free mesh. Based on
these indexes, the optimal path between the source node and the destination
node is chosen by the proposed algorithm. For the fault mesh, the back
formula considering the current FBL can be used to update the path channels.
Based on these indexes, the congestion in the fault ring can be balanced. To
avoid stagnation problem in the fault area, fault-location odd-even turn rules
are presented. Although the east-south (ES) turns in the even column happen,
the round lacks a south border and cannot form a closed loop, and the rules
can effectively avoid deadlock.
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The remaining five sections of this paper are as follows. In Section 2,
the related prior research on fault-tolerant algorithms and the turn model is
reviewed. In Section 3, the path channel formula is presented. In Section 4,
the FTCB router algorithm is provided. In Section 5, the evaluation and
simulation are given. Finally, in Section 6, the conclusions of this paper are
given.

2 Related Work

2.1 Turn Model Based Fault-tolerant Router

The turn model based fault-tolerant methods without virtual channels always
apply the Y-X rule in non-fault areas first, and negative-first [4] rules or
other special turn rules in other fault areas to avoid deadlocks. The model in
Zhang [5] was used for a single node failure fault-tolerant routing algorithm
without a virtual channel; this algorithm adopted a negative-first rule to avoid
deadlock. Jiang [6] improved the model to tolerate single link failure based
on Zhang [5]. Liu [7] divided the network into multiple groups of multiple
fault nodes, where each group used Zhang’s [5] turn model to improve the
tolerance of the Zhang’s [5] model. Fu [8] introduced zone defence routing
combined with an advance forecast, which moves packets around the fault
zone in advance. Wu [9] employed the convexity of faulty blocks [10] to
transfer the packets and odd-even (OE) [11] rules to avoid deadlocks, and
the convex fault-tolerant routing model with multi-fault was adopted in Wu’s
algorithm. Xie [12] adopted a load-balance routing algorithm; the fault-
tolerant odd-even rule was used to avoid deadlock, and a small amount of
fault information was stored to reduce the load around the fault region.

2.2 Fault-tolerant Routing Algorithms

Fault-tolerant routing algorithms are divided into local routing algorithms
and non-local routing algorithms according to the output path when the fault
information range is considered.

AReF [16] is a typical local routing algorithm with adaptation and recon-
figurability, which adopted the abacus turn model [17] to avoid deadlocks.
However, the AReF can tolerate only one faulty node. MiCoF [18] adopted
the shortest path data packets and handled the fault node as a link. Gradi-
ent [19] and a false rejection rate (FRR) [20] divided the network into 8
and 6 zones, respectively, and defined different levels for each output port
in the target zone. The minimal and defect-resilient (MD) [21] algorithm
used a fault distribution mechanism, which allows each node in the network
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Figure 1 Improved odd-even turn model.

to store data within the fault information of a 2-hop adjacency node and
chooses the output path according to the fault information. Chaix [22] divided
the network into two virtual networks, one north of the subsequent model
to avoid deadlock, and another south of the subsequent model to avoid
deadlock. The path-diversity-aware fault-tolerant routing rule is adopted in
Chen’s algorithm [23]. The path channel information and buffer information
are considered, but the algorithm does not provide a turn strategy around the
fault node and cannot effectively solve network congestion.

3 Routing Method in Fault-free Model

3.1 Improved Odd-even Turn Model

The odd-even turn model [11, 12] is only used in the faulty region, which has
low performance due to its limitations. In this mode, when packets arrive at
the destination node (source node) located on the eastern border of the loop
and the border of the loop is an even (odd) column, then the packet can be
discarded.

We adopt an improved odd-even turn mode, which has different rules in
the even column and odd column. In an even column, packets are forbidden
to ES and north-west (NW) turns. In contrast, in an odd column, packets
are forbidden to take south-west (SW) and east-north (EN) turns. As shown
in Figure 1, “o” is the symbol for a routing node, “x” is the symbol for a
forbidden turn and the dotted line is the symbol for routing path.

Although above improved model will reduce the adaptive degree, com-
pared to the completely adaptive algorithm, this model can avoid deadlock.
Chiu proved that if all fault rings are not formed in the rightmost column [11],
the routing algorithm does not create deadlock. In our rules, ES turns and SW
turns can not appear in the same column; similarly, NW turns and EN turns
do not appear in the same column, so both counterclockwise and clockwise
rightmost columns are divided to avoid deadlock. Based on above forbid-
den turn rules, two valuable conclusions are given in a fault mesh: a) The
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rightmost column cannot be generated closed circle path when transmitted
packets arrive to northern border node, southern border node and western
border node; b) The rightmost column cannot be generated when transmitted
packets arrive to eastern border of circle path with the fault node.

3.2 Path Channels in the Improved Odd-even Turn Mode

The path channels indicate the adaptive degree of a router; that is, the number
of paths from the current node to the destination node. The path channels is
also the choice criterion of the optimal path in the adaptive router algorithm.
If the value of the path channels are large, the path from the current node to
the next node is optional. To improve the odd-even turn mode, because turn
rules in the odd columns and even columns are different, the value of the
path channel is discussed as follows. Assume (xs, ys) is coordinates of the
source node, (xd, yd) is coordinates of the destination node, Dx = |xd − xs|
is distance in x-direction and Dy = |yd − ys| is distance in y-direction. In
addition, Let H = Dx/2 and H ′ = (Dx − 1)/2, when node (xd, yd) is in the
southeast of node (xs, ys), the path channels are expressed as

PE =



0 Dx = 1 and (xs, ys)is in the odd column

[(H − 1) +Hy]!

(H − 1)!Hy!
Dx is even

[(H ′ − 1) +Dy]!

(H ′ − 1)!Dy!
Dx is even and (xs, ys) is in the odd column

(H ′ +Dy)!

H ′!Dy!
Dx is odd and (xs, ys) is in the even column

(1)

PS =



[(H + (Dy − 1)]!

H!(Dy − 1)!
Dx is even

[(H ′ + 1) + (Dy − 1)]!

(H ′ + 1)!(Dy − 1)!
Dx is odd and (xs, ys)

is in the odd column

[H ′ + (Dy − 1)]!

H ′!(Dy − 1)!
Dx is odd and (xs, ys)

is in the even column

(2)
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The path channels of the other directions are similar to the southeast
direction, so the formulas of the path channels in the other directions are
not listed here.

3.3 Free Buffer Length Considered in Path Channels

Based on the path channels of the turn model, there is more than one
candidate channel. To balance network load, we introduce FBL as another
important factor. FBL indicates the number of free buffers in the channel,
which displays the free space of each buffer in the routers.

The value of FBL is zero when the current node is fault. On addition, the
value of FBL is 0∼4 when the current node is good. For node (xd, yd) in the
southeast direction of node (xs, ys), the path channels that consider FBL are
described as follows (xc is expressed as a row, yc is expressed as a column):{

PFE(xc,yc) = PE(xc,yc)FBL(xc+1,yc)

PFS(xc,yc) = PS(xc,yc)FBL(xc,yc+1)
(3)

Where PFi (i = E,S,N,W ) is the number of reachable paths between
node (xc, yc) and node (xd, yd), PE (xc, yc) (PS(xc, yc)) is the path channel
in the east (south) direction of node (xc, yc) in the fault-free mesh, FBL(xc+
1, yc) is the free buffer length in the east direction close to the node (xc, yc),
FBL(xc, yc + 1) is the free buffer length in the south direction close to the
current nodes.

If PFE = PFS = 0, the direction of the router is invalid. If PFE≥PFS,
the direction of the router is east. If PFE<PFS, the direction of the router is
south. An example is shown in Figure 2. If FBL is not considered, the optimal
router path is S-d-h-i-j-D; otherwise, the optimal router path is S-a-e-i-j-D.

 
Figure 2 FBL considered in path channels.
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Figure 3 S-D area.

4 Fault-tolerant and Congestion Avoidance Routing
Algorithm

In above section, we has given routing model with improved odd-even turn
rules and free buffer length in non fault mesh, which is the basis for next
research. However in a fault mesh, the calculation method of free buffer
length considered in path channels and turn rules are not perfectly applicable,
we will give modified calculation rules of path channels in the fault mesh and
fault-location odd-even turn rules.

4.1 Path Channels in the Fault Mesh

If the faulty nodes are in the region between the source and destination node,
the above path channels formula is not correct because the path channel
around the fault node is zero, which can influence path channels in the whole
network. Therefore, we propose the S-D area, which indicates the rectangular
area including the source and destination node, and the fault node is in the
S-D area, which is shown in Figure 3.

When node(xd, yd) is in the southeast of node(xs, ys), we explain the path
channels of node (xc, yc) in the east and south directions in the following six
cases (xc is expressed as a row, yc is expressed as a column):

1. If node (xc, yc) is a fault node, the path channels of node (xc, yc)
in the east and south directions are expressed as FPFE(xc,yc) = 0
andFPFS(xc,yc) = 0.

2. If node (xc, yc) is west of the fault node and adjacent to the fault
node, the path channels of node (xc, yc) in the east are expressed as
FPFE(xc,yc) = 0; otherwise, if node (xc, yc) is north of the fault node
and adjacent to the fault node, the path channels of node (xc, yc) in the
east are expressed as FPFS(xc,yc) = 0.



1056 J. Guan et al.

3. Node (xc, yc) is inside the S-D area, and the fault node is also inside
the S-D area. In addition, node (xc, yc) is not adjacent to the fault node.
When node(xd, yd) is in the southeast of node(xs, ys), the path channels
of node (xc, yc) in the east and south direction are expressed as{

FPFE(xc,yc) = FPFE(xc+1,yc) + FPFS(xc+1,yc)

FPFS(xc,yc) = FPFE(xc,yc+1) + FPFS(xc,yc+1)
(4)

4. If node (xc, yc) is in an even column, the path channels of node (xc, yc) in
the south direction are expressed asFPFS(xc,yc) = 0. In addition, node
(xc-1, yc) in the east direction is expressed asFPFE(xc−1,yc) = 0.

5. If node (xc, yc) is on the southern border of the S-D region except for the
destination node, the path channels of node (xc, yc) in the east direction
are expressed as FPFE(xc,yc) = 1 because whether node (xc, yc) is in
an odd column or an even column, it can arrive at the destination node
with no turns.

6. If node (xc, yc) is outside the S-D region, path channels in the east and
south direction are expressed as FPFE(xc,yc) = 0 and FPFS(xc,yc) =
0. That is, we do not consider the router outside the S-D region.

According to the above six rules, we present one router example: node
(xd, yd) is in the southeast of node(xs, ys), and the fault node is inside the
S-D area. The path channels of every node in the S-D region are shown in
Figure 4.

Figure 4 shows that the path channels of the source node in the east and
south directions are 4 and 8, respectively, when the fault node exists in the
S-D region. However, if S-D region is good, the path channels of the source
node in the east and south directions are 5 and 10, respectively, calculated by
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Figure 4 Distribution of path channels inside the S-D area with a fault node.
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Figure 5 The turn rules when the current node is adjacent of the fault node.

formulas (1) and (2). In the above example, we also know that the method of
path channels in an odd-even turn model with no fault nodes is not applicable
to a turn model with a fault node.

The path channels of other directions are similar to the southeast direc-
tion, so the formula for the path channels in other directions is not listed
here.

4.2 Fault-location Odd-even Turn Rules

When the current node is adjacent of the fault node in the S-D region, we
can change routing direction according to the improved turn model as shown
in Fig. 5. The “C” is the symbol for a current routing node, “O” and “E”
represent the current node is in the odd column or even column.

Using the above turn rules in a fault mesh, when the fault node is on the
border of the S-D area, the router is stagnant, as shown in Figure 6. Therefore,
to solve the stagnant problem, the odd-even round rule is adopted when node
(xd, yd) is in the southeast of node(xs, ys).

(1) If the fault node is not on the south side of the S-D region, we set the node
(xd − 1, yd) as the temporary destination node, formulas (1) and (2) are used
to calculate the path channels of the node in the east and south directions. To
avoid ES turns in the even column, the temporary destination node is set as the
start node, and the path direction is counterclockwise, as shown in Figure 7.

(2) If the fault node is on the south border of the whole region, we set the
node (xd − 1, yd − 1) as the temporary destination node, formulas (1) and



1058 J. Guan et al.

S

O E O E

0

0

0

0

0

0

0

0

0

0
0

00

0 0

0 0

0

0

0

0

0

0

0

D
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Figure 7 Turn rule when the fault node is on the border of the S-D region.

(2) are used to calculate the path channels of the node in the east and south
directions. The node (xd − 1, yd − 1) is set as the start node, and the round
direction is clockwise. Although ES turns in even columns happened, the
round lacks a south border, and a closed loop cannot be formed, as shown in
Figure 8.

4.3 Flowchart of the FTCB Routing Algorithm

To realize a balanced load and avoid stagnation problem, a FTCB routing
algorithm is introduced. The FTCB routing algorithm includes 3 parts, which
is shown in Figure 9. After the system warms up, the build-in-self-diagnosis
(BISD) strategy is used to test and diagnose. We first determine whether a
fault node is located in an area between the source and destination (S-D area).
If not, we use the adaptive routing algorithm considered path channels in the
fault-free mesh and free buffer length. If the fault node is in the S-D area,
we use the fault-location path channels considered by the adaptive routing
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Figure 8 Turn rule when the fault node is on the border of the mesh region.

Figure 9 The flowchart of the FTCB routing algorithm.

algorithm. If the fault node is on the border of the S-D area and the router
is stunted, the path channels in the fault-free area considered by the adaptive
routing algorithm are used first, and the fault-location odd-even turn model is
performed.

5 Simulation Results and Discussion

5.1 Simulation Environment

Book Sim2.0 [24] is used to simulate single-fault routing algorithms. The
statistical traffic load distribution (STLD) [25] method and dynamic analysis
are applied to test the performance of our algorithm. The STLD can test the
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distribution of the network load, although the simulation has not been per-
formed. The communication mode with a synthetic load is used to simulate
dynamic analysis. We research an 8 × 8 mesh network in which adjacent
nodes have one positive channel and an opposite channel, input buffer occu-
pancy in each channel, and each packet has eight flits. The simulation time
and warm-up time are 70,000 and 20,000 cycles, respectively.

5.2 Performance Analysis

To evaluate our routing algorithm, two evaluation indicators are introduced:
the average latency at different packet injection rates and the saturation
throughput.

The FTCB routing algorithm is compared with the Xie [26] and Zhang [5]
routing algorithms under different traffic modes in the fault network. As
shown in Figure 10, in the normal network, the performance of the Xie [26]
and Zhang [5] routing algorithms is better than that of FTCB because our
routing algorithm has more chosen paths. In our uncertainty routing algo-
rithm, the network latency and throughput rate are no more advantageous
than the certainty algorithm. However, in the fault network, the FTCB routing
algorithm can improve the saturation throughput by 6.92% and 10.7% over
the Xie [26] and Zhang [5] algorithms under the transpose mode, by 1.99%
and 6.8% under the uniform mode and by 18.1% and 6.1% under the hotspot
mode, respectively.

From experimental results we can see that the FTCB algorithm has better
fault tolerance and slower degradation with increasing fault nodes because
the FTCB routing algorithm uses the global strategy to the greatest degree.
The path channels in normal mesh, path channels in fault mesh, free buffer
length, and fault-location odd-even turn rules are used in the FTCB routing
algorithms and are advantageous in reducing network congestion.

5.3 Load-balancing Analysis

Next, we analyse load-balancing with single fault under the 8× 8 mesh. In the
absence of actual simulation network statistics, traffic load can be predicted
by STLD. With STLD, only one packet is sent between all uniform source-
destination nodes, and the packet selects a path according to the routing rule.
Meanwhile, we record the times of packets passing through every node.

The STLDs of the Zhang [5] and Xie [26] routing algorithms and the
FTCB routing algorithm with one fault node are shown in Figure 11. The
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Figure 10 The performance in a single-fault network.
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Figure 11 STLDs of Xie, Zhang and the FTCB algorithm.

fault node is represented by the white region, and the size of statistical load
in the network is represented by different grey scales.

As shown in Figure 11, we can see that the traffic load of the rightmost
column in the FTCB routing algorithm is lower than that in the Xie and
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Zhang routing algorithms, and the global traffic load distribution in the FTCB
routing algorithm is more balanceable than that in the Xie and Zhang routing
algorithms.

6 Conclusion

This paper introduces the FTCB routing algorithm based on global perception
and adaptive strategy. Some important factors and rules are introduced, such
as path channels in fault-free mesh, path channels in fault mesh, free buffer
length and fault-location odd-even turn rules. Using the FTCB routing algo-
rithm, we make the network load more balanced around the fault node and
make some packets avoid the fault region in advance. Moreover, saturation
throughput and average network latency in our work is lower. In the following
study, the routing algorithm including multi-fault nodes in 2D and 3D mesh
is considered, which will focus on the load balanced and network latency.
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