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Abstract

Crime is one of the biggest and dominating problems in today’s world and
it is not only harmful to the person involved but also to the community
and government. Due to escalation in crime frequency, there is a need for a
system that can detect and predict crimes. This paper describes the summary
of the different methods and techniques used to identify, analyze and predict
upcoming and present crimes. This paper shows, how data mining techniques
can be used to detect and predict crime using association mining rule, k-
means clustering, decision tree, artificial neural networks and deep learning
methods are also explained. Most of the researches are currently working
on forecasting the occurrence of future crime. There is a need for approaches
that can work on real-time crime prediction at high speed and accuracy. In this
paper, a model has been proposed that can work on real-time crime prediction
by recognizing human actions.
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1 Introduction

With growing population, the crime rate has also escalated at a very high
speed in recent years. It has made very difficult for security agencies to detect
and predict crime. For the development of smart cities, there is an urgent need
for systems that can assist these agencies. In this paper, many approaches
have been discussed that can use to make our cities secure.

Criminology is a study of characteristics of criminal and crime identifi-
cation. Criminology aids the detective agencies and cops in investing about
crime and criminal. Government of different countries has also taken steps to
develop softwares for solving problems with fast speed. Any kind of research
in this field can be beneficial for security agencies.

Data Mining in the 1990s, came into existence and its techniques helped
in extracting useful information from datasets. Earlier it was challenging
to extract information from big datasets and to find relationships between
attributes, but data mining has solved these problems.

Data mining has the power of extracting relevant information from the
database. This information can be beneficial for security agencies and police.
Many authors have collect 10 to 15 years of previous data. On these datasets,
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Figure 1 Data mining model.
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different Mining techniques and Machine Learning algorithms have been
applied to find patterns and to make predictions. With these algorithms, the
hotspots of crime can be identified and can do forecasting for future crime
rate. Data Mining plays a crucial role in forensic and criminology domain.

Different classification and clustering algorithms can be used to iden-
tify crime patterns according to requirements. Depending upon dataset and
techniques used accuracy of the result may vary. Some authors have used
combined models to improve speed and accuracy.

Smart Cities need some more intelligent ways to improve security in the
areas and to develop a city that is not only smart also secure to live. In cities,
we have seen CCTV cameras and video surveillance to improve security. For
this, there is a supervisor to monitor it. Being a human he/she can perform
mistake and can miss detecting suspicious acts. These even create a backlog of
videos. For solving these issues, there is a need of the auto-detection system.
Many authors have proposed some real time crime activity detection systems.

Auto-Detection systems use the Neural Network, Deep learning
algorithms to analyze the streaming of videos. The models can detect crowd
movements, objects like knife, gun, and facial features. An alarm system can
also be attached to the models for informing the supervisor about the act.

The motivation for this survey paper is to aid a helping hand for
researchers who wants to perform their research work in crime analysis and
prediction. The survey of this paper will give them insights about procedures
for crime analysis and different types of operations that can be performed to
produce the desired result.

Iy

Figure 2 Camera detecting Gun with a red box.
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1.1 Crime Procedure Analysis

Investigation of the crime scene can be a challenging problem for security
agencies and police. Every criminal leaves some or other clue while fleeing
the crime spot. Identification of those clues can help police in identifying
people involved in that crime. 50% of crimes are committed by the same 10%
of criminals. The sequence of crime and patterns followed by criminals can
be used for analysis. The analyses can be done on the information collected
from the crime spot against the previous data and a procedure model can be
used for investigating the crime. Predictions can be made useful for tackling
crime in advance. For tackling crime, police or security agencies can increase
the security in areas where crime can occur or can track the suspicious person.
The data collected for crime prediction or analysis are not uniform for
that some preprocessing is always required and in some cases results are also
processed. Figure 3 shows how mining is done on crime data for prediction.

Crime Data

Source
I
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Figure 3 Mining process.

2 Technique Used for Detection of Various Crimes

Genetic Algorithm [12]: Genetic algorithm is used for understanding
obliged and unconstrained modifications. In every iteration, it gives points
and is based on biological choice process. It is similar to biological algorithms
that improve issues like inheritance. They can be used in computer science,
mathematics, biology etc. This algorithm is fast, and gives optimal solutions.

Naive Bayesian [2]: Naive Bayesian gives probability distribution. It is a
good classification technique and is based on probability. It calculates the
posterior from prior and likelihood.
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Fuzzy C-means Algorithm [4]: FCM clustering algorithm was developed by
J C Dunn. It is very similar to K-means algorithm. In this algorithm clustering
of data is performed and it randomly assigns coefficients to each point in the
clusters. FCM with automatic detection of cluster number can enhance the
accuracy of detection.

Neural Network [5]: The primary purpose of the Neural Network is to
develop algorithms that have the ability to learn and recognize patterns and
to generate knowledge out of it. There are input, hidden and output layers. In
NN first, inputs are passed to input layer and inputs are then multiplied with
combined weight and sum of all inputs is calculated. It is then passed through
an activation function and value is compared with threshold. If greater than
the threshold, value is passed to the output layer. For getting the appropriate
result, the neural network can adjust values through back propagation.

Logistic Regression [7]: It is used to calculate the probability of a class or
event. LR can be used to classify whether an image is of car, truck or plane.
Every object detected is an image is assigned a probability value between 0
and 1. It is simple and has very low variance and is less prone to over fitting.

Decision Tree [7]: Decision tree has a flowchart like structure and in this
there is a root node, internal node represent test or attributes and leaf node
represents class label. The classification rule in decision tree is represented by
paths from the root to leaf. Tree-based predictive models have high accuracy
and have more stability. Tree-based methods like decision tree, random forest
etc. are very popularly in solving data science problems.

Region-Based Convolution Neural Network [3]: It is an object detection
method. Detection of an object is based on visual information of that object
in image. The possible location of object is first computed by network.
This proposed region is passed for classification in CNN. But it makes the
processing slow and need more space. So, to improve performance, we have
Faster-RCNN.

3 Literature Survey

Researchers have used a variety of techniques to do analyses, prediction of
crime and for identifying weapons like gun, knife. Researchers have also
developed models to identify crime hotspots. All these models have been
used according to requirements. Few such papers have been discussed below:



M. Mudgal et al.

118

(panunuo)y)

‘J[nsax a3eroAe umoys [[e seseiyd

pa1aydioap uy '1s9q pawriojiad 1s910,] WOpULY
soseayd [eurSLIO U] “UOIBIYISSL[O UONUIUL
10§ y1omawety pasodoid o3 Jurprodoe sysod

15210,] WOpUBY
‘sokeq oATeN

JO UOT)BOYISSB[O drjeWOINE J0J PIsn aIe sonbruyo) ‘SYTOMION
SuruIea] uryorIA ‘SnoroIdsns are ey sagessow [eINAN [eIOYTIY
JO SIYSTOM QUIUIISNAP 0} SOUAISJUT SEUW PUL “QUIYORIA uonorpaxd
SUONEB[I Ay} 2qLIdsap 03 pasodoid st uoneoyIsse[o 10J09A 1oddng QuILId 10§
UonUUI J0J YIomauwely paseq A30[0juQ "s[opowr ISWPLIOS[Y BIEp POpOd [2]
9[qeyardiayur 1oindwos sapraoid qom dNUBWAS Sururea auryorN ‘parepdn I911M) pasn BSUOPUIIN
*SONIAIIOR [BUILILID JO UONNJAX? pue Suruueld A30101uQ olne jou 0} yoeoidde 9p SpuaAsAY
1oy surrojje[d [e1o0S QUI[UO SN S[RUTWILIY) ‘Qop\ onuewWRS  aIe ASo[ojuQ poon el JoNIM[, opIeony
'$$9[ sisA[eue
"AoRINII® 9)()6 03 %G/ YIm are sydei3  oopia auipgjo
UMOUS Ud2q OS[B dABY SI[NSI SB[ U] "AUOP Udq ‘Sunyoen ‘[rejop 210w Se [[om
sey STSA[eue SOOPIA puB Pasn Uaaq Sey Jas vjep paseq mog, eondp  ur paurejdxa Se QUITUO
LL/HIYAD S1Y) 10, "UOTI0IIP SUWILID IO SOOPIA R iREIET) 9q 0} iy [ear [1]
QUIPJO UO SB [[oM SB SOIPIA JUWIN [BAI UO JIOM UBD paseg-oanoadsiod  padu ssodoid uo syIom (8102) Te 10
jey) wasks e pasodoid aaey sioyne soded sty up  ‘sIsATeuy OnjUBWIAS SunpIop 109lo1g 1L/HINED 0J2IN ‘N
SINsaY pasn anbruyoay, SSAUNBIM ySuons pasn auoq
iEIN Apea1y
ereq SQYOILASAY

uonoipaid pue SISA[eur SUWILID PassnosIp aAry yorym sioded jo 1T T 9[qelL



119

Theoretical and Empirical Analysis of Crime Data

‘SurpopolN o1dog, ‘sisA[euy
JUOWNUAS SUISN SUOP ST SISATRUR 1X3) USY)
pue s1x9) Sunoenxe IoJ swyLo3[e Jururw

Surjepoy ordog,
‘SISATeUY JUAWINUAS
‘S9[NY UOTIBIOOSS Y
‘SYIOMION [eINaN
‘931, UOISIA(J

X3} pasn Sey JIOYINY "SYIOMIOU [BIO0S JUITUO ‘QUIYORIA uoTneaId
UO SONIANOER [RUTWLIO 19)9P O} PaLI) sey Joyne 10109/ 1oddng [epows pue paurejdxa eyep

Joded sip uy senranoe reurwto Juruueld 10]  IOYISSE[) soAeg QAIBN uonorpaxd  [[om sIsATeue wIope[d [g] mbipprs
pasn Apsouwr are surrojje[d auruo s, Aep € MON ‘urI9ISn[) SUBSA-I QWD ON JUSWITIUSS  BIPIIA [B100S BUUBWIE],

‘wPLoI[y SuLISN[O UBSN D Azznj

pasn sey Joyine JULIISN[O [EWIOU JO PeaIsu]

*SOUILIO PALINd20 Aouanbaij jsowr pue seare umoys

QUILID AJIIUQPI 0) PaLL) sey Joyiny ouokue Aq wipuod[y SuLelsn[)  Jou e sl pourerdxa BIRp [#] eeores
PaIRIa0] 9 JoUUEd YOTYM SUTYIOWOS ST QWL uedq £zzng Koemooy [OAL  QwIlI) uerpuy -BUBAIS "g

*95()L, ST [9POW ST} JO AJBINDOY “ISAIAUI

Jo uorSa1 10933p 03 NND ( 1ONX[V) os[e

pue 3nsa1 [opow pasodoid sasn jeyr NND-A

KQ QUOP SI JIOM UOT}O]P [BUL] JOU IO 1SAIAUT

Jo s1 uor3a1 dgewWI Ureldd B Joyjoym dsodoid

0] y1om)aN [esodoiq uoi3ay e pasodoid

sey Joyny 21y ‘suodeom pape[q ‘Qiuy NND

Jo uonoajep pue Sururen 10y pasn st JONXI[V) (NNO-¥) %0L 1509 91104 (€]
[opowr NN "SOnIANOR QWD JO sIsA[eue J0j SI0M)AN UOTIN[OAUOD) oydn Ajuo  uoneindwod [euonieN  zoed-zoleng
SISA[eUR O9PIA W) [ Pasn Sey JoyIne sy} uf paseq uoI3oy s1 AovInooy Mo uBIQUO[0D) ornyg
SINsaY pasn anbruyoay, SSAUNBIM ySuens pasn uog
198 Apealy
ereq SQUOILASAY

panunuo) I 3[qEL



M. Mudgal et al.

120

(panunuo)y)

“10s1A19dNS

Sunaore JoJ pajuowe[dwir Useq sty WISAS JUIpuas
SIAS 'un3 o] s199[qo snorordsns punore saxoq
MEIP 0) pasn ST wyIoS[e NNDY ISt ‘Topowt

€A 1NP[S000 uey) ss9[ st awn euoneindwod

SI Se pasn uadq sey 6] LANDOA Sururenard

104 ‘serowed A 1D ySnoay) ung ‘oFruy

Y1 $392[qo snorordsns pue SINIATOE [RUTULID
109)ap A[[eonewoine ued Jey) WalsKs uondjop
uonuayuT owLId € pasodoid sey oyne SIy) uf

"pasn a1e

suoneiuasaida [eorydels JuaIaljIp UONBZI[eNSIA
BIERp 10, 19seIep Jo Surures} Joy pasn [[Im
KoeINooE 10)19q 9ARY YOIYM WYILIOS[E 9y, ‘pasn
9q [[1M SWYILIOS[E I9YI0 puB UOHBIYISSL[O NN
uonorpaid 10, 39s eiep oJeory) jo uonorpaid
QwILId 10} sonbruyoe) Surures] auryorw asn [im

“J[NSAI QJBINIIE %706

SQAIS [opouwu sy ], ‘pauaddey 11 a10ym pue Jou 10
PAIINOO0 sey oW Iayjeym Sunorpaid ur djoy ued
199[qO JO u0199)ap SIY, “9SeWI UB WOIJ POO[q pue
‘un3 ‘ojiuy aY11 $109[qo snorordsns 199J9p 01 NND
‘N1oY pasn sey Joyjne 1aded sTyy Uy "uOTUSAIOIUT
uewIny JNOYIIM QU0s W) 3o1paId ued om

MON "UOISIA Jondwo)) ur yImoi3 prder oyy Y

€A uondaoug
JON9[300D)
‘61NDDA
‘NNDY ‘NNDY
1915 ‘NND
spoyjow uersafeg
uIyORIN

10109/ 1oddng
15210, WOpUBY
S9QIT, UOTISIOA(J
Uo1SSaITY onsISo|
uonesyIsse[y NN

(noy) nun
JeQUI] PAYNOY
‘(NND)YIomIaN

[eINAN
[euonNN[OAUOD)

“Sumiy

I suonowr
QUILIO

10J SYO3d
J0U S0P 1]

“MOT
NI ST drer
KovInooy

‘Jjou
IO Pa1INd20
QuILId Jey)
Sunorpaxd
A[uQ

areme
sonLoyINe
K1moos

) oyew

03 Ayiproey
SINS one
I sIsA[eue
09pIA

iy [ear

uo S;I0M 1]

‘s1o1owered
JualoygIp
Auewr

Sursn ouop st
uoneZI[ensIA
QuILy)

ysiy
ST AovIndoy

19sBIRp QJIUY
pue un3
)M paurely,

BIRp QWL
ogeoryD

'S92IN0S
JUIQYJIP
woIj poo[q
‘Qyuuy ‘ung
Jo saSew]

[8] pun3
-[eaeN
A TASpRWIQ)

[L] nereyg
ysaNIy

[9] apeN
peWwweyoIA



121

Theoretical and Empirical Analysis of Crime Data

Wiy
01 9%6¢ U9aMIdq AOBINOJE YIIM 91} UOISIOIP
Pa1sooq pue sepour 9ANdIpaId Surures|

QUIYDRIA Pasn Sey] JOYIne SIY} uJ "sIedk UOTJRZI[ENSTA

GT SB[ 29U} JO BIep QWILID JIOANODUBA P[0 "MO[ eyep
sey Joyne 1aded sty uy “A[EOTWION009 SB [[oM sunpuo3ry KIoA ST 91e1 I0J pasn aIe  JSANOJUEA JO [o11
se A[[e100S sn s}o9)Je Jey) wo[qold e S1 oL uruIea QUIYORIA Koemooy  sydeid Auepy BlRp QWII)  wWIy 3uoyns

wyos[y

‘elep 0op1a  Jurured| deo(q puqAH ‘suonoe

U} 9zATeue [[Im SIy ], “wpode utured) desq SIOMION 3umiy 10919p
PUQAH UM YIOMION [eINON SuIsn Furisesdso [RINQN JUALINOAY ‘uMmoys UQAD pue [6] Aypreaex
I0J [opout & padofeAap sey Joyine SANIATIOR ST0MION [BINAN JOU ST 9By un3 ‘oyruy SOQPIA D kliig)
[EUTWLID JO UOTIO)IP 9JeINddR pue I3OInb 10, Treuonnjoauo)) doog Koemooy 109)3p ue) Uo IOA B[IuIRYS
SInsoy pas() enbruyoay, SSQUBIM ySuens pasn auo(g
iEIN Apea1y
ereq SQYOILISAY

penunuo) | 9dqe],



122 M. Mudgal et al.

4 Result and Discussion

Most of the current solutions work on forecasting the occurrence of future
crime. These solutions work on historical data and try to predict the type of
crime that can occur on which place in future. The main issue with these
solutions is that they work on the future and not on present crime prediction.
So, there is a need for a system that can work on real-time criminal activities
prediction and can warn us about the mishap. For smart cities, along with
CCTV cameras, some technologies are also required that can auto monitor
these videos and can notify if some suspicious activity is occurring.

The Proposed system works on an approach that can track human actions.
This approach analyzes the videos and extracts features. The features of
motion like hitting, robbery etc. are presented by Human Motion Tracking
approach using Gaussian Mixture Model and Kalman filter method. Other
features of video are based on visual characteristics of the frame. These
features are extracted using Recurrent Neural Network model and Gated
Recurrent Unit. For better recognition of criminal actions, this hybrid model
can play an important role.

Human Motion Tracking: It is very necessary to have good feature extractor
in order to improve the performance of Grated RNN in video classification.
The main aim of feature extractor is to reduce the data size and improve the
performance by decreasing the time of computation. In this hybrid approach
Gaussian Mixed Model and Kalman Filter are used to filter the suspicious
acts by bounding a box around the moving person in each frame of video and
this then used by Grated RNN.

Gaussian Mixture Model and Kalman Filter: GMM is a probabilistic model.
This model assumes that all the points of data are generated from a mixture
that contains a finite number of Gaussian distributions. It can be considered as
generalized K means clustering. Background modeling is essential to detect
the person with some motion in a dynamic scene. GMM is very efficient for
detecting human motion. Kalman filter is used to estimates the position of
human along with its velocity and acceleration of that moving person. It is
also called prior state estimate.

The primary purpose of using the Gaussian Mixture Model and Kalman
filter is to decrease the complexity by creating a boundary box around the
person moving in the suspicious frame.

Recurrent Neural Network: It is a class of ANN that is Artificial Neural
Network. In this connections between the nodes form a graph which is
directed and it exhibits dynamic behavior. RNN have variable number of
RNN and hidden units. A memory cell of gated recurrent is added to reduce
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the variable number of RNN and hidden unit parameters. This solves the
problem of gradient vanishing. A reset gate and update gate in Gated RNN
simplifies video classification and human action recognition problem. In this
reset gate combines the new input frame with previous and update has control
on keeping the information from previous. They are best for sequential data.
In proposed model GRU acts as central element for action prediction of
human. AS shown in Figure 4 the GRNN model can be split into three parts:

1. The input data part
2. Sequence Modeling of GRU
3. Predictive Module.

-0
o OO0 ——
Ti\" Prdictin
b E-E-EL—
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Figure 4 Proposed human action prediction model.

The experimental test of this approach shows very good results. That
means this hybrid approach can be used for human action recognition.
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Figure 5 Accuracy in training and validation phase.
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5 Conclusion

Crime rate is increasing day by day and it has become one of the most
challenging problem. There is a need for a system that can detect and predict
these activities. Many models have been already developed to reduce crime
level but still more can be done to improve their accuracy and speed. In this
paper, study of 10 papers related to crime prediction has been conducted and
in last a new approach has been proposed that works on real time crime
prediction by recognizing human action. The Proposed methods works on
Grated Recurrent Neural Network Model.

References

[1] M. Nieto, L. Varona, O. Senderos, P. Leskovsky, and J. Garcia Real-time
video analytics for petty crime detection. IEEE (2018).

[2] Ricardo Resende de Mendonga, Daniel Felix de Brito, Ferrucio de
Franco Rosa, Jilio Cesar dos Reis and RodrigoBonacin, “A Framework
for Detecting Intentions of Criminal Acts in Social Media: A Case Study
on Twitter”, Information Technology: New Generations (ITNG 2019).

[3] Julio Suarez Paez, MayraSalcedo Gonzalez, Alfonso Climente, Manue-
IEsteve, Jon Ander Gémez, Carlos Enrique Palau, Israel Pérez-Llopis,
“A Novel Low Processing Time System for Criminal Activities Detec-
tion Applied to Command and Control Citizen Security Centers”,
Advanced Topics in Systems Safety and Security (2019).

[4] B. Sivanagaleela, S. Rajesh, “Crime Analysis and Prediction Using
Fuzzy C-Means Algorithm”, International Conference on Trends in
Electronics and Informatics, IEEE 2019.

[5] Tamanna Siddiqui, Abdullah Yahya Abdullah Amer, Najeeb Ahmad
Khan, “Criminal Activity Detection in Social Network by Text Min-
ing: Comprehensive Analysis”, International Conference on Information
Systems and Computer Networks (ISCON), IEEE (2019).

[6] Mahmud, Nafiz, et al. “Crimecast: A crime prediction and strategy
direction service.” 19th International Conference on. IEEE, 2016.

[7] Mohammad Nakib, Rozin Tanvir Khan, Md. Sakibul Hasan, Jia Uddin,
“Crime Scene Prediction by Detecting Threatening Objects Using
Convolutional Neural Network”, International Conference on Com-
puter, Communication, Chemical, Material and Electronic Engineering
(ICAME2), IEEE 2018.



Theoretical and Empirical Analysis of Crime Data 125

[8] Alkesh Bharati, Dr. Sarvanaguru RA, “Crime Prediction and Analysis
Using Machine Learning”, International Research Journal of Engineer-
ing and Technology (IRJET), (2018).

[9] Umadevi V. Navalgund, Priyadharshini K., “Crime Intention Detection
System Using Deep Learning”, International Conference on Circuits
and Systems in Digital Enterprise Technology (ICCSDET) 2018, IEEE
(2019).

[10] S. Chackravarthy, S. Schmitt and L. Yang, “Intelligent Crime Anomaly
Detection in Smart Cities Using Deep Learning,” in 4th International
Conference on Collaboration and Internet Computing (CIC), IEEE
(2018).

[11] Suhong Kim, Param Joshi, Parminder Singh Kalsi, Pooya Taheri,
“Crime Analysis Through Machine Learning”, 9th Annual Informa-
tion Technology, Electronics and Mobile Communication Conference
(IEMCON), IEEE (2018).

[12] Sunil Yadav, Meet Timbadia, Ajit Yadav, Rohit Vishwakarma and
Nikhilesh Yadav, “Crime Pattern Detection, Analysis & Prediction”,
IEEE 2018.

[13] Adewale Opeoluwa Ogunde, Gabriel Opeyemi Ogunleye, Luwaleke
Oreoluwa, “A Decision Tree Algorithm Based System for Predict-
ing Crime in the University”, Machine Learning Research, Science
Publishing Group 2017.

[14] Zhang Q, Yuan P, Zhou Q, Yang Z., “Mixed spatial-temporal charac-
teristics based Crime Hot Spots Prediction”. In Computer Supported
Cooperative Work in Design (CSCWD, 2016 May 4 (pp. 97-101). IEEE
(2016).

[15] S. Sivaranjani, Dr. S. Sivakumari, Aasha. M, “Crime prediction and
forecasting in Tamilnadu using clustering approaches”, Crime prediction
and forecasting in Tamilnadu using clustering approaches, IEEE (2016).

[16] Cesario, Cesario E, Catlett C, Talia D. Forecasting Crimes Using
Autoregressive Models. In Dependable, Autonomic and Secure Com-
puting, 2016 IEEE 14th Intl C 2016 Aug 8 (pp. 795-802). IEEE
(2016).

[17] Yang L. Classifiers selection for ensemble learning based on accuracy
and diversity. Elisvier. 2011 Jan1;15:4266-70.

[18] Zeng X, Wong DF, Chao LS. Constructing better classifier ensemble
based on weighted accuracy and diversity measure. The Scientific World
Journal. 2014 Jan28;2014.



126 M. Mudgal et al.

[19] Hassan MF, Abdel-Qaderl. Performance Analysis of Majority Vote
Combiner for Multiple Classifier Systems. In Machine Learning and
Applications (ICMLA), 2015, IEEE.

[20] Sathyadevan, Shiju, and Surya Gangadharan. “Crime analysis and pre-
diction using data mining.” Networks & Soft Computing (ICNSC), 2014
First International Conference on. IEEE, 2014.

[21] Bogomolov A, Lepri B, Staiano J, Oliver N, Pianesi F, Pentland A. Once
upon a crime: towards crime prediction from demographics and mobile
data. 2014 Nov 12 (pp. 427-434). ACM.

[22] Tayebi MA, Ester M, Gldsser U, Brantingham PL. Crimetracer: Activity
space based crime location prediction. In Advances in Social Networks
Analysis and Mining (ASONAM), IEEE/ACM 2014 Aug 17 (pp. 472-
480). IEEE.

[23] Babakura A, Sulaiman MN, Yusuf MA. Improved method of classi-
fication algorithms for crime prediction. In Biometrics and Security
Technologies (ISBAST), 2014 Aug 26 (pp. 250-255). IEEE.

[24] Retnowardhani, Retnowardhani A, Triana YS. Classify interval range of
crime forecasting for crime prevention decision making. In Knowledge,
Information and Creativity Support Systems (KICSS), 2016 Nov 10
(pp- 1-6). IEEE.

[25] Yu CH, Ward MW, Morabito M, Ding W. Crime forecasting using data
mining techniques. In Data Mining Workshops (ICDMW), 2011 Dec 11
(pp.- 779-786). IEEE.

[26] Igbal R, Murad MA, Mustapha A, Panahy PH, Khanahmadliravi N.
An experimental study of classification algorithms for crime prediction.
Indian Journal of Science and Technology. 2013 Mar1;6(3):4219.



Theoretical and Empirical Analysis of Crime Data 127

Biographies

Manisha Mudgal is a PHD scholar in Department of Computer Engineering
at JC BOSE University of Science and Technology YMCA, Faridabad, India.
She has done her M. Tech from M D University Haryana, India. She has
successfully published 5 papers in Reputed National and International Jour-
nals. Her subjects of interest include Data Mining, Information Retrieval, and
Machine Learning.

Deepika Punj is working as Assistant Professor in Department of Computer
Engineering at JC BOSE University of Science and Technology YMCA,
Faridabad, India. She has done Ph.D in Computer Engineering. She is having
14 years of experience in teaching. She has published more than 25 papers in
Reputed National and International Journals. Her research interests include
Data Mining, Deep Learning, Machine Learning and Internet Technologies.



128 M. Mudgal et al.

Anuradha Pillai is an Associate Professor in the Department of Computer
Engineering, JC Bose University of Science and Technology, YMCA, Farid-
abad, Haryana, India. She received Ph.D. in Computer Engineering from
Mabharishi Dayanand University, Rohtak. She published more than 60 papers
in reputed international journals and successfully guided 4 PhD students.
Her subjects of interest include Data Mining, Information Retrieval, Hidden
web, Web Mining and Social Networks.



	Introduction
	Crime Procedure Analysis

	Technique Used for Detection of Various Crimes
	Literature Survey
	Result and Discussion
	Conclusion

