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Abstract

Speech signal is a time-varying signal, which is greatly affected by indi-
vidual and environment. In order to improve the end-to-end voice print
recognition rate, it is necessary to preprocess the original speech signal
to some extent. An end-to-end voiceprint recognition algorithm based on
convolutional neural network is proposed. In this algorithm, the convolution
and down-sampling of convolutional neural network are used to preprocess
the speech signals in end-to-end voiceprint recognition. The one-dimensional
and two-dimensional convolution operations were established to extract the
characteristic parameters of Meier frequency cepstrum coefficient from the
preprocessed signals, and the classical universal background model was used
to model the recognition model of voice print. In this study, the principle
of end-to-end voiceprint recognition was firstly analyzed, and the process
of end-to-end voice print recognition, end-to-end voice print recognition
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features and Res-FD-CNN network structure were studied. Then the con-
volutional neural network recognition model was constructed, and the data
were preprocessed to form the convolutional layer in frequency domain and
the algorithm was tested.

Keywords: Convolutional neural network, end-to-end voiceprint recogni-
tion, voiceprint recognition model, speech signal, Res-FD-CNN network
structure.

1 Introduction

Voiceprint recognition is a kind of technology that uses the speaker’s voice
to distinguish the speaker, so as to carry out identity identification and
verification. As an important biometric identification/identification technol-
ogy, voiceprint recognition technology is widely used in military security,
financial field, judicial identification, voice dialing, telephone banking and
many other fields [1]. With the increasing popularity of modern information
technology, biometric technology, as a more rapid and natural means of
identity authentication, has been more and more widely used in finance,
education, social security, medical and health industries [2]. This technology
extracts the human’s own biometric characteristics for authentication, which
can replace traditional passwords and Personal Identification numbers. It is
not easy to steal and forget, and is also less vulnerable to counterfeiting than
signature authentication. Due to the rapid growth of Internet data, traditional
voiceprint recognition methods have been unable to meet the identification
accuracy under the condition of large-scale data, and its framework can
not meet the current development needs [3]. In the face of multi-channel,
background noise, short time and long time problems, the traditional model
has poor adaptability, and the steps are complicated, and the calculation is
huge. The emergence of deep neural network technology has solved the
problem of large-scale data processing to a certain extent. The design of
the network framework, the complexity of the structure and the selection of
various parameters also determine the final performance of the model [4]. The
end-to-end neural network can Increasing the overall fit of the model while
reducing network complexity has also become a current research hotspot [5].
Voiceprint recognition technology level unceasing enhancement, for secu-
rity and identity encryption provides better barrier, people also enjoy more
convenient way of life, based on a voiceprint recognition technology broad
prospect of application and the present, the difficulties encountered in the
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actual environment of research based on convolutional neural network end-
to-end voiceprint recognition model has a wide range of social significance
and economic significance.

2 End-to-end Voice Print Recognition Principle

2.1 The Process of Voiceprint Recognition

Voiceprint recognition system is mainly divided into three aspects: speech
pre-processing, speech feature extraction and model selection. From the per-
spective of deep learning, voice print recognition can include two aspects [6].
One is training, the other is recognition. The basic tasks of the training stage
are data preprocessing, feature extraction and model selection; The recogni-
tion part includes that the speech features of the speaker are recognized by the
model, and the correct classification results are finally made according to the
data features generated by the model. The process of voiceprint recognition
is shown in Figure 1:

Figure 1 The process of voiceprint recognition.

2.2 End-to-end Voiceprint Recognition Features

Compared with existing voiceprint recognition methods, the end-to-end
voiceprint model can capture contextual information, model directly from
the discourse level, and combine multiple steps of traditional methods to
directly compare the similarities between speakers, and get better results. The
end-to-end voice print recognition model is mainly composed of three parts:
extraction of acoustic features of speech data, construction of trunk neural
network and selection of loss function. Since the acoustic characteristic
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parameters are relatively fixed, the effect of the model is usually improved
from two other aspects. End-to-end voiceprint recognition model structure is
shown in Figure 2:

Figure 2 End-to-end voiceprint recognition model structure.

2.3 Res-FD-CNN Network Structure

In this project, multiple residuals blocks of different dimensions are stacked,
and the frequency-domain convolution layer is specially added to form
the backbone network of the end-to-end model – Res-FD-CNN. Network
structure of Res-FD-CNN is shown in Table 1:

Table 1 Network structure of Res-FD-CNN

Network Network Input Output Step Number of
Layer Name Structure Size Size Length Arguments

Convolution layer-64 5× 5, 64 256× 64× 1 128× 32× 64 2× 2 6K

Convolution layer-128 5× 5, 128 128× 32× 64 64× 16× 128 2× 2 209K

Convolution layer-256 5× 5, 256 64× 16× 128 32× 8× 256 2× 2 823.5K

Residual block-64

[
3× 3, 64

3× 3, 64

]
× 3 128× 32× 64 128× 32× 64 1× 1 246K

Residual block-128

[
3× 3, 128

3× 3, 128

]
× 3 64× 16× 128 64× 16× 128 1× 1 910K

Residual block-256

[
3× 3, 256

3× 3, 256

]
× 3 32× 8× 256 32× 8× 256 1× 1 3.5M

Video convolution layer 1× 8 32× 8× 256 32× 1× 2048 1× 8 4M

Time pooling layer 8× 1 32× 1× 2048 4× 1× 2048 8× 1 0

Scale change – 4× 1× 2048 8192 – 0

Affine layer 8192× 512 8192 512 – 4M
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Residual combination mode of Res-FD-CNN backbone network refers
to the Res-Net-34 structure in the literature. Each basic residual block is
composed of a two-layer convolution kernel of 3 × 3 and step size of 1 × 1.
When the dimensions of the output channel of the residual combination are
increased, a specially designed independent convolution layer is adopted in
the trunk network of Res-FD-CNN to replace the residual block structure with
mapped jumpers in the standard residual network. Res-FD-CNN backbone
network only adds one layer of convolution with a convolution kernel of 5×5
and step size of 2× 2 before each residual combination. In the trunk network
of RES-FD-CNN, the frequency domain dimension of the whole feature after
convolution of each layer is constant, so the number of parameters trained
in each BN operation is also the same. The activation function is a linear
rectifying function with an upper limit of 20, the expression is:

σ(x) = min{max{x, 0}, 20} (1)

The size of the feature graph in the backbone network be T×F×C, where
T and F are time-domain and frequency-domain dimensions respectively, and
C is the number of channels. For a mapped jumper residual block whose
output dimension is multiplied, the total number of parameters is shown in
Equations (1)–(2):

num paramsprojection shortcuts

= (3× 3× C + 1)× 2C + (3× 3× 2C + 1)× 2C

+ (1× 1× C + 1)× 2C + 2FC × 3 (2)

Which is

num paramsprojections shortcuts = 56C2 + 6C + 6FC (3)

Three 2FCs represent the number of γ and β parameters that need to
be trained for batch normalization on each layer sequence, and the residuals
of mapped jump-connected blocks have three layers of convolution. The
total number of parameters is shown in Equations (1)–(4) after the channel
dimensions are doubled directly by using the convolution with a convolution
kernel of 5× 5 and step size of 2× 2.

num params5×5 conv = (5× 5C + 1)× 2C + 2FC (4)

Which is

num params5×5 conv = 50C2 + 2C + 2FC (5)
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3 Convolutional Neural Network Recognition Model
Construction

3.1 Data Preprocessing

Since the end-to-end model constructed by neural network is more suitable
for training large-scale data sets with multiple channels, this project adopts
the public Vox Celeb2 data set for training, in order to obtain a strong robust
model and verify the effect of the model. Vox Celeb is an audio-visual dataset
derived from YouTube interview videos. The audio dataset is larger than any
publicly available voice-print recognition dataset, and contains nearly 6,000
speakers who have generated millions of voices.

The speakers in the Vox Celeb2 voice data package come from different
countries, accents, occupations, and ages. The data are collected without any
restrictions [7]. The background noise is in line with the actual real environ-
ment. It is more suitable for end-to-end model training to reduce the front-end
processing steps of speech signals. The training set of this data contains a
total of 5994 different speakers, including more than 1.09 million speeches.
Meanwhile, the data set provides the basic scores corresponding to different
evaluation indexes of the models constructed by several different methods in
speaker recognition and speaker confirmation experiments. The GMM-UBM
model takes the 13-dimensional MFCC as the input feature and trains the
prior probability of a speaker with 1024 mixed components independent of
UBM as the target speaker; In the method of i-vector combined with PLDA,
a gender-independent I-vector of 400 dimensions was extracted, which was
reduced to 200 dimensions by PLDA [8]; And the use of VGG network as
the backbone network to build an end-to-end model, while using comparative
loss. For the speaker confirmation system, the dataset further uses Res NET-
34 and RES NET-50 as the backbone network to build an end-to-end model,
which achieves a better base score.

Convert all data from the Vox Celeb2 training set into a 16K Hz sampling
rate, 16bit single-channel wav file, in each round of training, 256 frames
are randomly intercepted from the remaining duration of the 1-second mute
segment before and after the single selected speech is removed. In this
way, even if the same speech is trained in different rounds, the acoustic
characteristics of the speaker are not completely the same.

3.2 Frequency Domain Convolution Layer

By comparing the experimental results of speaker identification and speaker
confirmation before and after frequency-domain convolution layer was added
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to Res-FD-CNN, the cross entropy loss based on Softmax function is also
selected as the loss function [9]. The Res-CNN (Deep Speaker Embedding)
network only removes the frequency-domain convolutional layer in the Res-
FD-CNN backbone network. In order to make the network also invariant in
time and position, the high-level frame-level features extracted after multi-
layer CNN are passed through the time-average pooling layer with filter size
of 8 × 1. The output size is changed to 4 × 8 × 2048, and the affine layer
is used to map the overall feature dimension from 65536 dimension to 512
dimension. Comparison of speaker recognition results before and after adding
frequency-domain convolution layer is shown in Table 2:

Table 2 Comparison of speaker recognition results before and after adding frequency-
domain convolution layer

Number of
Method Arguments Top-1 (%) Top-5 (%) minDCF EER (%)

Res-CNN+Softmax 39 79.54 90.51 0.78 9.48

Res-FD-CNN+Softmax 15 82.30 91.62 0.72 8.33

Adding frequency-domain convolution layer to the backbone network can
improve the model effect to a large extent. The Res-FD-CNN backbone net-
work adds the frequency domain convolutional layer to multiple independent
convolutional layers and residual combinations as the final layer of convo-
lution, which can target the frequency domain based on the correspondence
between high-level frame-level features and labels. Information is focused on
learning, such as the timbre of the speaker, and the backbone network also
has a good balance between the amount of calculation and the effect of the
model.

3.3 Algorithm Testing

This study is actually divided into two parts, the self-built database and
the TIMIT (TexasInstruments and Massachusetts Institute of Technology)
database. The parameters in the experiment are set as follows: the sizes of
one-dimensional and two-dimensional convolution kernels are 1×5 and 5×5
respectively, random numbers from 0 to 1 are adopted, and the sizes of down
sampling are 1 × 2 and 2 × 2 respectively [10]. The convolution operation
and down sampling operation are performed only once respectively. MFCC
uses 13-dimensional features. The order of GMM-UBM is 16,32,64 and 128
respectively.
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Test results of self-built database
The self-built database was made up of a total of 90 people, who were
recorded by ordinary microphones with a sampling rate of 8 000 Hz. In
the experiment, the number of speakers was set as 60,70,80 and 90, the
training speech duration (for each speaker) was 15 s and 30 s, and the test
speech duration was 5 s. The recognition rates of the three methods (classical
method, 1DConv and 2DConv) were compared respectively. Comparison of
different methods to identify the correct number under 15 seconds of training
duration(self-built database) is shown in Table 3:

Table 3 Comparison of different methods to identify the correct number under 15 seconds
of training duration(self-built database)

Number of Speakers

Order Number of GMM-UBM 60 70 80 90

16 Classic methods 49 50 55 66

1DConv 38 47 53 50

1DConv 56 65 76 86

32 Classic methods 43 52 61 67

1DConv 44 44 52 58

1DConv 55 66 72 84

64 Classic methods 42 53 56 62

1DConv 46 49 53 54

1DConv 56 65 78 90

128 Classic methods 47 56 64 72

1DConv 46 45 52 56

1DConv 58 72 81 89

Comparison of different methods to identify the correct number under 30
seconds of training duration(self-built database) is shown in Table 4:

Table 4 Comparison of different methods to identify the correct number under 30 seconds
of training duration(self-built database)

Number of Speakers

Order Number of GMM-UBM 60 70 80 90

16 Classic methods 43 50 56 65

1DConv 35 42 47 57

1DConv 56 59 67 78

32 Classic methods 48 54 63 62

1DConv 35 37 42 52

1DConv 56 64 71 84

(Continued)
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Table 4 Continued
Number of Speakers

Order Number of GMM-UBM 60 70 80 90
64 Classic methods 55 56 65 65

1DConv 42 47 48 60
1DConv 57 66 75 89

128 Classic methods 56 58 67 73
1DConv 47 50 61 73
1DConv 57 70 77 91

The following conclusions could be drawn from the experimental results:
As the order of GMM-UBM increased, the recognition rates of the three
methods all increased; Under different test strips, the overall result of 2DConv
was better than that of the classical method and 1DConv, and the recognition
rate is improved by about 10%.

Test results of TIMIT database
TIMIT database library was recorded under the condition of high quality
microphone by TI(Texas Instruments) and MIT(MassachusettsInstitute of
Technology). A total of 630 people (425 men, 205 women) were included,
and each speaker recorded 10 sentences, which lasted about 3 s/sentence.
The experiment involved 60,70,80, and 90 people randomly selected from
630 people. Comparison of different methods to identify the correct number
of training duration(TIMIT database) is shown in Table 5:

Table 5 Comparison of different methods to identify the correct number of training dura-
tion(TIMIT database)

Number of Speakers
Order Number of GMM-UBM 60 70 80 90
16 Classic methods 19 25 23 26

1DConv 32 35 38 44
1DConv 60 63 72 83

32 Classic methods 24 21 25 26
1DConv 35 42 45 48
1DConv 57 69 77 85

64 Classic methods 35 35 42 39
1DConv 46 55 58 64
1DConv 56 69 79 86

128 Classic methods 45 44 48 47
1DConv 55 59 63 73
1DConv 60 67 82 86
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It could be seen from the above that the two-dimensional convolution
preprocessing method effectively improved the recognition rate of the system.
This should be attributed to the local receptive field and pooling charac-
teristics of convolutional network, which proved that it was also effective
for speech signals. In addition, the dimension of data was reduced by con-
volutional network pretreatment, and the extracted feature dimension was
halved after one-dimensional convolution; The feature dimension extracted
by two-dimensional convolution was 1/4 of the original one, which was an
effective dimension reduction method. In the case of low dimensions, GMM-
UBM had a better fit for dimensionality reduction data. When the data was
dimensionalized, the model training time was reduced, and the time and space
complexity of the algorithm were reduced [11].

4 Conclusion

As a key technology in biometric identification, voice print recognition has
the advantages of non-contact and remote verification. However, due to the
poor generalization ability of traditional voice print recognition models under
the conditions of large background noise, different types and speech time, the
main innovation of this study is to conduct in-depth research on the end-to-
end voice print recognition model based on convolutional neural network.
Use public VOX CeleB2 data collection to develop better performance voice
print model. In this study, an end-to-end model backbone network Res-FD-
CNN was designed based on the basic unit of frequency domain residual
network. Res-FD-CNN adopts stacked direct skip residuals and convolutional
layer structure with step size of 2 to increase the network depth, so as to obtain
the characteristics of different layers. Res-FD-CNN is the optimal backbone
network for the end-to-end voice print model, which can give consideration
to both computing load and network performance. In this paper, the end-
to-end voice print recognition is preprocessed by using the advantage of
convolutional network. Two preprocessing methods are proposed, and the
GMM-UBM model is used to model each speaker. The test results of self-
built database and TIMIT database show that the proposed method is an
effective one.
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