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Abstract

In the process of traditional web server elastic performance test, the perfor-
mance of tracking data is poor, which leads to excessive server jitter and
poor accuracy of elastic test results. Therefore, this paper studies the network
server elastic performance test method in cloud computing environment. In
this method, cloud monitoring technology is used to track the operation
data of Web server. According to the multi platform call mode of Web
server, a statistical regression model is established to determine the elasticity
measurement index. The load balancing algorithm is used to test the server
load balancing to obtain the elasticity value of Web server. Experimental
results: in the whole running period of Web server, the jitter times of the
proposed method are 15.6066 times, 16.5600 times and 16.5733 times lower
than those of the three traditional methods, respectively. It can be seen that
the new test method can accurately track the response ability of the server
and obtain more accurate elasticity value.
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Introduction

At present, many institutions and scholars at home and abroad have studied
elasticity, but the definition of elasticity is still not clear. Among them, NIST,
the more authoritative one, defines flexibility as the ability to dynamically
acquire or release resources, which is affected by some external or internal
factors, so as to automatically expand its resource scale [1]. IBM, a giant in
the industry, believes that flexibility and scalability are consistent in concept,
and can automatically increase or decrease resources. Herbst and others
defined resilience as automatically adjusting and adapting to the load changes
of the system, and at the same time, resource allocation and supply ensure that
resources match the load they face. Al-Dhuraibi et al summarized resilience
as the ability of a system to rapidly increase and remove resources in order
to adapt to load changes in real time. Chilipirea and others believe that the
flexibility in cloud computing is the ability to adjust the amount of resources
on demand. Sotiriadis and others regard resilience as the ability of cloud
system to adjust virtual resources according to the needs of users.

The concept of cloud was first established on the basis of cloud com-
puting. The word “cloud computing” was first widely spread in 2006. In
August 2006, at the SES (search engine strategy) conference held in San Jose,
Google CEO Eric Schmidt answered the questions raised by the moderator.
Cloud computing originated from Internet companies, they need cost control,
management and maintenance of tens of thousands of servers [2].

For the objective and comprehensive evaluation of cloud computing, it
is necessary to collect the operation data in real time and make reasonable
use of elastic measurement index for comprehensive analysis. This involves
a variety of technologies, including load simulation technology, cloud mon-
itoring technology and benchmark test technology. There are many types of
business load applied to cloud computing system, including linear, exponen-
tial and random modes. According to the actual load change, the steady load
change and sudden load change are simulated. Currently, the common load
generators are JMeter, faban, siege, etc. [3]. Cloud monitoring technology
mainly detects cloud resources and services. The resource indicators are CPU
and memory, and service indicators mainly include latency and throughput.
Currently, the most common cloud monitoring tools are cloudwatch, chukwa,
ganglia, etc. [4]. Benchmark technology refers to the technical benchmark for
evaluating and testing the test object through standard test methods, testing
process and testing tools, and is the trend of elastic test standardization [5].
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In order to reduce Web server jitter and enhance its elastic value, this
study takes the load simulation technology proposed in reference [3], cloud
monitoring technology proposed in reference [4] and benchmark testing tech-
nology proposed in reference [5] as reference. In order to reduce Web server
jitter and enhance its elastic value, this paper studies the Web server elastic
performance testing method in cloud computing environment, and estab-
lishes statistical regression model based on cloud monitoring technology,
Determine the elastic metrics to achieve the Web server elastic performance
test.

1 Elastic Performance Test Method of Web Server in Cloud
Computing Environment

1.1 Cloud Monitoring Technology Tracks Web Server Operation
Data

The traditional test scheme of Web server can’t realize the lossless transmis-
sion of data, just send the measurement data, but can’t guarantee whether it
can reach the data processing end. This study introduces cloud monitoring
platform to track the running data of Web server. The overall structure of
cloud monitoring platform is divided into data acquisition layer, data pro-
cessing layer, data storage layer and user query layer from bottom to top. The
data acquisition layer is composed of multiple collectors. The collector sends
the real-time data to the local server, and then the local server transmits it to
the data processing layer through the network. The data processing layer is
based on the real-time data of storm, and the real-time data tracking algorithm
ensures the reliability of data processing. The data storage layer is established
by the combination of redis database and MySQL database. The user query
layer consists of Web server and client. The Web server pushes the real-time
data to the Website platform built by HTML5. Use the client to access the
platform through the browser to view real-time data and historical data [6]. In
this method, the real-time data processing process is tracked to ensure that the
data can be processed reliably. The real-time data stream is sent to the output
processing node, and the output sends the data to the bolt in the form of tuples.
When the thread passes through the bolt, all tuples are recorded to form a
tuple tree. If all the nodes in the tuple tree have been processed, it means
that the real-time data has been completely processed; otherwise, it means
that there are still unprocessed nodes in the tuple tree [7]. Cloud monitoring
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Figure 1 Real time data processing.

technology in cloud monitoring platform, real-time data processing process,
as shown in Figure 1.

According to the real-time data processing process shown in Figure 1,
the data tracking steps of cloud monitoring technology are set. Ensure that
a data is assigned a unique identification F, such as F = 1010, and inform
the monitoring thread and the relevant Bolt in Topology to monitor and
calculate. The two Tuples sent by spot are recorded as Tuple1 and Tuple2
respectively, and a 64 bit data ID is assigned, namely FTuple1 = 0110 and
FTuple2 = 1100. After the allocation, the monitor thread performs XOR
operation on FTuple1 and FTuple2, that is, 0110XOR1100 = 1010. Spout
sends Tuple1 (FTuple = 0110) to a Bolt in Topology, marking the Bolt as
Bolt1. Bolt1 processes Tuple1 and generates a new Tuple, which is recorded
as Tuple3. Bolt1 randomly assigns a new identifier, named FTuple3 = 1101,
FTuple1 = 0110, and the XOR result of FTuple3 = 1101 is 1011. Finally,
the monitor thread XORs 1010 and 1011, and the result is 0001. Similarly,
Spout sends Tuple2 (FTuple2 = 1100) to another Bolt in Topology, marking
the Bolt as Bolt2. After Bolt2 receives Tuple2, it processes it, generates a new
Tuple, and randomly assigns an ID, which is recorded as FTuple4 = 0101.
FTuple2 = 1100, and the XOR result of FTuple2 and FTuple4 is 1001.
After the monitoring thread XORs the result, the result is 1000. Finally,
Tuples sent by Bolt1 and Bolt2 flow to the same Bolt node, marking this
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node as Bolt3. At this time Bolt3 informs the monitoring thread, receives
all Tuple monitoring threads issued by the previous Bolt, and performs
exclusive or operation on the identity of Tuple3 and Tuple4 received, that
is 1101XOR0101 = 1000. Finally, the monitoring thread XORs the result,
and there is 1000XOR1000 = 0000 [8, 9]. The results show that every
Tuple in Tuple tree has been successfully processed. In other words, the real-
time data sent to Storm will not have packet loss processing, which realizes
the real-time tracking of Web server running data by cloud monitoring
technology.

1.2 Get Web Server Multi Platform Call Mode

Web service is based on RPC. An important idea of RPC is to make remote
call look like local call. Client stub is an important part to ensure this feature.
Stub is a piece of code used to convert the parameters passed in the RPC
process, including the problem of size between different OS [10]. In java
development environment of Linux platform, client stub code is generated
when Web service interface is called, so Axis2 code generator plug-in can
be used in Eclipse to generate available stub code automatically according
to WSDL file. According to the WSDL generated by querying the alarm
level interface in service publishing, the description file generates the Java
code of the client stub, and the client calling code of the interface is written
by calling the generated stub code. In the process of cloud monitoring,
the Web front-end calls the interface to query the warning level through
the bottom layer, and displays the information related to the alarm level
in the browser page, including the alarm type, task initiation and abnormal
problems. It can set different alarm levels for each alarm type according to
the demand, and update the background database by calling the bottom layer
interface. In Android platform, there is no class library related to calling Web
service. Therefore, if necessary, the Web service client development kit of
Web service PC can only be called through the third-party SDK. However,
these are too large for the Android mobile platform, and they may not be
easy to transplante to the Android platform. Therefore, it will not consider
using these development frameworks any more. When calling Web service
on Android platform, it relies on the third-party class library Ksoap2, which
is a SOAP Web service client development kit for resource constrained Java
environment. But in Android platform, instead of using Ksoap2 directly,
Ksoap2-android is used. Ksoap2-android is equivalent to the porting version
of Ksoap2 on Android platform. It is an efficient and lightweight SOAP
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development package.By calling the JSON format, this paper encapsulates
the network topology information string. There are many ways to parse JSON
data. You can use the official JSONObject, Google’s open source library
GSON, and some third-party libraries such as Jackson or FASTJSON. The
acquisition of Web server in Android platform call mode, all using GSON to
complete [11].

In the interface calling mode based on RESTfuI Web service, REST-
fuI has the characteristics of cross platform and cross language. REST
abstracts the object as a resource, which is addressable. Through the general
method defined by HTTP protocol, URI protocol is used to identify the
interface published by a resource. Therefore, whether it is Java or Android
platform, the process of requesting a resource is to access a specified and
descriptive URI, and transfer the description of the resource from the server
to the client through HTTP, instead of the stub program similar to the
SOAP based Web service client. The client package Jersey client of Jersey
2. X implements the client API of JAX-RS2.0 and extends it with hot
plug. The client API requests Web resources through HTTP, which makes
the client API conform to the uniform interface and REST architecture
style. At the same time, the client API can be consistent with the server
in concept and extension point. Compared with Apache HTTP client and
HTTP URL connection, the client API has a REST aware high-level API.
The REST client mainly includes three interfaces, javax.ws.rs.client.Client,
javax.ws.rs.client.WebTarget and javax.ws.rs.client.Invocation. Client inter-
face is the basic interface of REST client, which is used to communicate
with REST server. It is defined as a kind of heavyweight object. Its
internal requirement is to manage the bottom layer of client communica-
tion and realize the management of various objects. Therefore, it is not
recommended to generate a large number of client instances in the appli-
cation. Jersey’s implementation class of JAX-RS2.0 client interface, and
it is org.glassfish.jersey.client.JerseyClient. The WebTarget interface is an
interface to locate resources for rest clients. Through the WebTarget interface,
the specific address, query parameters and media type information of the
requested resources can be defined. Jersey implements the WebTarget inter-
face of JAX-RS2.0, and it is org.glassfish.jersey.client.JerseyWebTarget. The
invocation interface is an interface that initiates requests to the REST server
after the resource location configuration is completed. Requests include syn-
chronous and asynchronous modes, which are defined by the builder interface
inside the invocation interface. The builder interface inherits the standard
HTTP request defined by SyncinvokeroSyncinvoker [12]. Through the above
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analysis, the SOAP based Web service and RESTfuI Web service based Web
server multi platform call mode are obtained.

1.3 Establish Statistical Regression Model to Determine the
Elastic Measurement Index

Regression model is a common model to establish quantitative analysis model
with statistical analysis method. There are many classification methods for
regression model. In this paper, regression models are divided into linear
regression model and nonlinear regression model. In the actual production
environment, when the time is taken as the horizontal axis and the system
load is taken as the vertical axis, it can be concluded that the request load of
the system should be a nonlinear regression model. However, the proposed
method will use linear statistical regression model to estimate the system
load. Maybe this regression model is not the best way to deal with this
problem, but there are enough good reasons to choose this model to test
the resilience of Web servers in the cloud computing environment [13].
The proposed method adjusts the number of system server instances and
updates the performance model in the form of a cycle. Although the user
can freely adjust the time interval of the cycle, it is usually within 20∼30 s
as the time interval of the cycle. During this period, the request load can be
approximately considered as a linear statistical regression model. Even in the
time interval of this cycle, the request load behaves as a nonlinear model.
Because the elastic test method proposed in this paper considers whether the
curve of the number of requests and the average number of requests is linear
or non-linear in a cycle period, which will not affect the final conclusion of
the elastic test results. In addition, even for the cloud platform with excellent
performance, it takes several minutes to get and start the server instead. In a
cycle, the cloud platform cannot respond to the load request curve. Therefore,
it is reasonable and acceptable to estimate future load by linear regression
model. In the load estimation test task of this paper, the linear regression
model in statistical learning is used as the load model, and the ordinary
least squares method is used for linear fitting of this model [14]. The linear
regression model is a unitary linear regression model with load corresponding
to time. It is expressed in the form of:

B = α1A+ α0 (1)

In the formula: B represents the estimated number of requests in the sys-
tem where the server is located; A represents the time independent variable;
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α1 represents the slope; α0 represents the offset value, which represents
the intercept in the number axis. After obtaining the dependent variables
of time independent variables and the number of system requests in several
cycles through the historical data recording system, the ordinary least squares
method is used to find the best function matching of these data pairs by
minimizing the sum of squares of errors [15]. The work of ordinary least
squares method is to ensure that the selected regression model can minimize
the sum of squares of residual errors of all observed values. This method is
usually the most common method of linear regression fitting model, which
is very sensitive to outliers on the premise of ensuring the approximation
between fitting curve and real curve. In order to obtain the fitting curve with
the least sum of squares of residuals, the following function can be obtained
by transforming the above formula:

λi = Bi − α′0 − α′1Ai

K =
n∑

i=1

λ2i =
n∑

i=1

(Bi −B′i)2

K =
n∑

i=1

(Bi − α′0 − α′1Ai)
2

(2)

In the formula, λi is a constant value. At this time, the system request load
fitting problem has been transformed into the problem of getting the correct
correlation coefficients α0 and α1 to minimize the function. This means that
the problem of system request load fitting has been transformed into an
extreme value problem with α0 and α1 as independent variables and K as
dependent variables [16]. Usually, the extremum of a function is obtained
when the derivative of the function is zero. By solving the equation that the
partial derivative of function K is zero, it can get the following results:

∂K

∂α′0
= 2

n∑
i=1

(Bi − α′0 − α′1Ai)(−1) = 0

∂K

∂α′1
= 2

n∑
i=1

(Bi − α′0 − α′1Ai)(−Ai) = 0

(3)

After substituting the two correlation coefficients into the linear regres-
sion model expression, the linear model of the system load model is estab-
lished. According to the calculation results of the above model, the elastic
measurement index is set.
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1.4 Test Server Load Balance to Get Server Elasticity Value

The workload is highly dynamic. If the change of load is not considered
in the test process, and only the same deterministic factors as the average
load are used to determine the migration of virtual machine, it will lead to
physical service overload and increase the risk of violating SLA agreement.
Benson et al.’s research shows that the demand of virtual machine for specific
resources is dynamic and can be characterized; Chen et al.’s research thinks
that the resource demand of virtual machine is from normal distribution. Gen-
erally speaking, the load balancing algorithm of virtual machine migration
needs to follow the three principles of when to migrate, which virtual machine
to migrate and where to migrate. In addition, it needs to ensure that the
total consumption of virtual machine migration is as small as possible [17].
Therefore, this paper designs a random load balancing algorithm to make
effective decision-making of virtual machine migration, so that the total
demand of virtual machine resources of each physical server does not exceed
the capacity threshold of its resources, and minimize the consumption of
virtual machine migration. The data center analysis model designed in this
paper consists of N physical servers and M virtual machines. Among them,
the capacity occupied by resource k on physical server i is recorded as qki ,
and the random demand of virtual machine j for resource k is recorded as
Uk
j . The probability distribution of Uk

j can be estimated by measuring the
state of virtual machine during the operation of data center. Set Rij as index
variable. If virtual machine j is placed on server i, Rij = 1 exists, otherwise
Rij = 0. The matrix R = [Rij ]M×N is defined as the placement matrix of
virtual machine on physical machine. The load balancing algorithm used in
virtual machine migration is to calculate and update the placement matrix
R′ = [R′ij ]M×N [18]. The limiting condition of placement matrix calculation
is that the total demand of each physical server i to allocate resources k for
each virtual machine placed on it does not exceed the probability of qki and is
not less than 1− µ, which can be expressed by the following formula:

f

∑
j

R′ijU
k
j ≤ qki

 ≥ 1− µ, ∀i, k (4)

In the formula: µ is the threshold of overload probability of each server,
which can be determined by protocol, and represents the risk of each
physical server violating the protocol. According to Arzuaga’s research,
the consumption of virtual machine migration process is determined by
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Figure 2 Elastic load balancing test scheme.

the memory capacity of the virtual machine to be migrated and the dis-
tance between the source server and the destination server. Let cj be the
memory occupation of virtual machine j, and bis be the distance from
server i to server s. then the total consumption of virtual machine migrat-
ing to the updated location R′ is

∑
j

∑
i

∑
sRijR

′
sjbiscj . When virtual

machine j moves from server i to server s, there is RijR
′
sj = 1, otherwise

RijR
′
sj = 0. Therefore, the analytic result of random load balancing prob-

lem is minimize
∑

j

∑
i

∑
sRijR

′
sjbiscjjis [19]. The above result is a non

deterministic polynomial, and there are a large number of virtual machines
and physical servers in the data center, which increases the computational
complexity. Therefore, this paper uses a heuristic algorithm to solve the
problem of high burst load balancing. Figure 2 shows the test scheme of
elastic load balancing for Web server.

According to the test method shown in Figure 2, the evaluation results of
Web server elasticity in cloud computing environment are obtained, and the
test of Web server elasticity is realized [20].

2 Experimental Study

In order to verify whether the test method has practical performance, a
simulation comparative test experiment is proposed. Taking the proposed
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elastic performance test method as the test object of the test group, three
groups of traditional elastic performance test methods, namely control group
A, control group B and control group C, are used as the comparison objects,
which are load simulation technology proposed in reference [3], cloud mon-
itoring technology proposed in reference [4] and benchmark test technology
proposed in reference [5].

2.1 Setting Up the Experimental Environment

The experimental operating system is Windows 2018a and the browser is
IE11.0. Matlab R 2018a is selected as the simulation software, and Dev Test
is used as the simulation test recording tool. In order to ensure the authenticity
and reliability of the experimental results, several rounds of Web server
elastic performance tests are carried out. In order to get more accurate test
results, the Web server is set to have different times of resource requirement
changes in three cycles.

Four different methods are used to test the flexibility of Web server in
cloud computing environment, and compare the jitter times of Web server
system under different methods. Build the experimental test environment.
The hardware of the experimental environment includes voltage sensor, DC
electronic load, signal conditioning box, F/V sensor, F/V converter, signal
collector, industrial computer and battery. Connect the above hardware to
build a stable test environment. The basic test data are obtained by simulation
software, and the experimental results are output in the form of images.

2.2 The Web Server Jitter Time Test

In order to make the test results universal, the number of resource requirement
changes in the three test cycles is 47, 992 and 9835 respectively. In the actual
test, when the jitter number is less than 30 times, the accuracy of the data will
be higher. Four groups of methods are used to test the elastic performance of
Web server under different resource requirements. The test results are shown
in Figure 3.

According to the above experimental results, when the number of
resource requirement changes is less than 100, the jitter times obtained by the
four methods are highly similar. When the number of resource requirements
changes is more than 500 times, the Web server makes real-time response
according to these changes, so as to adjust the actual resources. At this time,
the shaking times of the experimental group had a weak change, while the
shaking times of the three control groups began to increase significantly.
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Figure 3 Test results of Web server jitter times.
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When the number of resource demand changes is close to 10,000 the jitter
number of the experimental group has a certain increase, but considering the
other three groups of methods, the jitter number of the experimental group is
relatively smaller.

2.3 Jitter Times Test

In order to get more accurate test results, the experiment was repeated five
times, and the jitter times of three groups of experiments under 15 tests were
calculated. The results are shown in Table 1 below.

For the convenience of comparison, calculate the average jitter times of
the Web server during the whole running period of the system. The statistical
results are shown in Table 2 below.

Based on the test results shown in Tables 1 and 2, it is found that the
average jitter times of the Web server in the whole operation period of the
system are 15.6066 times, 16.5600 times and 16.5733 times higher than those
of the other three groups of methods, respectively. It can be said that under
the same test conditions, the jitter data obtained by this method is smaller

Table 1 Jitter times test results

Number of Resource Experience Control Control Control
Demand Changes Turn Group Group A Group B Group C

47 1 4.8 5.0 5.1 5.2

47 2 5.2 4.9 4.9 5.1

47 3 4.7 4.9 4.9 5.0

47 4 4.8 5.2 4.9 5.0

47 5 5.0 5.2 5.0 5.1

992 1 9.4 19.2 19.2 19.7

992 2 10.3 19.6 20.9 20.3

992 3 9.9 19.5 20.6 20.2

992 4 9.8 20.8 19.7 19.8

992 5 10.0 19.3 20.1 19.4

9835 1 15.3 46.3 50.7 55.9

9835 2 16.7 49.8 55.9 58.1

9835 3 15.2 52.4 54.8 52.3

9835 4 15.4 58.6 56.2 54.9

9835 5 15.4 55.3 57.4 54.5
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Table 2 Average results of jittering times

Number of Resource Experience Control Control Control
Demand Changes Group Group A Group B Group C

47 4.9 5.04 4.96 5.08

992 9.88 19.68 20.1 19.88

9835 15.6 52.48 55 55.14

Mean value 10.1267 25.7333 26.6867 26.7000

and closer to the real data. The main reason is that, this paper determines
the elastic measurement index of Web server running data tracked by cloud
monitoring platform according to regression model, and realizes the elastic
value test of Web server by load balancing algorithm, which improves the
performance of tracking data.

3 Conclusion

This research combines the load simulation technology and cloud monitoring
technology, and proposes a new Web server elastic performance test method,
which provides a more reliable technology for the elastic test results in the
cloud computing environment. However, according to the overall research
content in this paper, it is difficult to avoid the noise signal interference when
testing the elastic value, and there is no description of the noise reduction
process in this paper. In the future, we can focus on this work and analyze the
anti noise ability of this method. In the future, the relevant research can focus
on this work and analyze the anti noise capability of the method.
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