AMR-CNN: Abstract Meaning Representation with Convolution Neural Network for Toxic Content Detection
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Abstract
Recognizing the offensive, abusive, and profanity of multimedia content on the web has been a challenge to keep the web environment for user’s freedom of speech. As profanity filtering function has been developed and applied in text, audio, and video context in platforms such as social media, entertainment, and education, the number of methods to trick the web-based application also has been increased and became a new issue to be solved. Compared to commonly developed toxic content detection systems that use lexicon and keyword-based detection, this work tries to embrace a different approach by the meaning of the sentence. Meaning representation is a way to grasp the meaning of linguistic input. This work proposed a data-driven approach utilizing Abstract meaning Representation to extract the meaning of the online text content into a convolutional neural network to detect level profanity. This work implements the proposed model in two kinds of datasets
from the Offensive Language Identification Dataset and other datasets from the Offensive Hate dataset merged with the Twitter Sentiment Analysis dataset. The results indicate that the proposed model performs effectively, and can achieve a satisfactory accuracy in recognizing the level of online text content toxicity.
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1 Introduction

Since computer networks have grown rapidly and the many communication and business transactions have changed their system in an online way, the number of internet users worldwide also increases rapidly. According to the Internet World Stats (Internet World Stats, 2019), the number of internet users worldwide has increased up from 3.92 billion to 4.13 billion in 2019. Along with that, in modern culture, social networking or social media has become commonplace to connect with others, share information, and pursue common interests with other worldwide users. On the other side, this advancement also brought an issue with the safety of online social media users from cyberbullying or abuse in online media. In order to tackle the issue and to build a healthy and safe online environment, social media companies like Facebook, Google or Yahoo are actively taking part in researching for automated toxic content detection. The term ‘toxic content language’ is one of the terms that determine other ‘offensive language’ terms, which are similar to other terms like a curse word, bad words, or swear words. Other past works use different labels to identify toxic content. Some past works include the Crowdflower1 dataset [1–3].

Natural Language Processing (NLP) is a subfield of artificial intelligence, computer science, and linguistics that has a purpose to make computers/machines understand human language using natural language. Under the term NLP, there are Natural Language Understanding (NLU) which more specifically about the meaning or semantic, and Natural Language Generation (NLG). The tasks in NLP include communicating with untrained individuals and understanding their intent, more specifically NLP aims to understand the meaning despite common human error like mispronunciations or transposed letters or words. NLP as a field that directly works with computationally analyzing language, is in a unique position to develop methods to detect and
filter toxic content. In the tasks on natural language understanding, the term ‘meaning’ is a multi-faceted concept with semantic, pragmatic, cognitive, and social aspects. The basic idea of ‘Meaning representation’ is to know what words mean, how words interconnect, and the context of the sentence. Meaning representation techniques aim to teach computers/machines to understand the meaning of sentences like how humans understand the meaning of the sentences. From the past research on automatic profanity content detection tasks, mostly using a different approach to extract and represent the features to enable the classification algorithms to perform the task. Since feature representation is the task to encode the human natural language into some form that computers and machines can understand, a variety of NLP methods have been employed to represent the feature of the input sentences. An effective model for text analysis in NLP is Abstract Meaning Representation (AMR), which designs an acrylic directed graph from a content of a sentence. The elements of the AMR graph are related to the structure of the sentence. AMR has been applied in several domains such as event extraction, [22] text summarization, and generation [23, 24]. The web multimedia has to deal with a large amount of data that need to be processed and recognize specific patterns in our case toxic meaning or content that is offensive to the majority and alongside the techniques such as AMR, machine learning methods have provided effective solutions for data-driven approaches. The state of art model is Convolution Neural Networks (CNN) a deep learning method that operates directly on graph structure [25]. Integration of AMR with CNN makes an efficient tool for representing and recognizing toxic meaning from text content, providing a solution for application to protect users by some irresponsible other causing a serious problem that could affect security and also could destroy the mental health of the unprotected. Since the number of social media or social networking users has been increasing rapidly, the power of human moderators to filter abusive or profane content in social media could not handle all the problems and automatic toxic content detection and filtering system became highly demanded.

The remainder of this paper is organized as follows. Section 2 presents the background and related studies. Section 3 describes the anomaly detection methods and the characteristics of the data used for the experiments. The experimental results are presented and discussed in Sections 4 and 5. Section 6 provides the conclusion and future work.
2 Related Work

To predict the toxic content of the sentence, after preparing the text to work with a machine, the next step using classifiers like the machine learning approach to work with the detection. In machine learning approaches, it could be categorized into unsupervised, semi-supervised, and supervised approaches. While supervised learning depends on manual labeling of a large volume dataset, on the other side unsupervised learning does not rely on human labor and it’s a domain-independent approach that is capable of handling a diversity of the content. Supervised learning effectively to capture small scale event but in the contrast, it needs a manual label of the data set, while unsupervised learning has limited power to handle small scale event, that’s why Hua et al. [4] proposed to use semi-supervised learning to using labeled data in conjunction with unlabeled data. In supervised classification, Burnap and Williams [5] worked on a variety of supervised classifiers and resulted in a similar performance of each classifier but the accuracy could be changed depending on the setting of the features. Moreover, in the semi-supervised learning domain, Xiang et al. [6] claimed that their proposed approach could be a good alternative to tackle the cost problem of supervised approaches to detect toxic content. One of the works in unsupervised learning by Giftari et al. [7] proposed to utilize a bootstrapping approach to build the toxic content lexicon and their best results were obtained with combined semantic hate and their based features.

Deep learning methods perform at state of art level in the text mining and text classification task. In toxic content detection challenge and similar task with other terms like toxic comment detection or hate speech detection. In the task of online hate detection, many models of deep learning have been applied in the research architecture, like recurrent neural network (RNN) [8–10], convolutional neural network (CNN) [11], or a combination of both RNN and CNN. For example, works from Badjatiya et al. [12] applied deep neural networks to classify the hatefulness of tweets and stated that performance from CNN showed a better result compared to the baseline methods (n-gram, TF-IDF, BOW). Other work from Park and Fung [13] applied CNN methods to detect racist and sexist language. This work classifies 20K tweets and puts them on 3 kinds of CNN models (CharCNN, WordCNN, and HybridCNN) achieving the best performance from HybridCNN. In the challenge for detecting types of toxicity in comments, Georgeakopoulos et al. [14] proposed a deep learning approach involving CNN similar to Chu et al. [15] but with this work applying character level embedding also for detecting types of toxicity.
Other works also involve Long-Short Term Memory Networks (LSTM) [16] and RNN-LSTM with custom embedding [17].

3 Proposed Method

One of the aims in meaning representation is to build a representation that able to give a similar format of representation even if the sentence is paraphrased. The meaning representations are often based on underlying formalism or grammar. There’s a variety of meaning representation formalism including typed lambda-calculus expressions, semantic role labeling, and also AMR. In this work, we utilize AMR as a meaning representation in integration with CNN’s.

3.1 Toxic Content to Graph Representation

AMR is a tool that represents the whole sentence as graph structure, where the nodes are the “concepts” and the edges are the “relations”. AMRs were introduced by Banarescu et al. [18] and are acyclic, directed graphs that represent the meaning of a sentence. AMR of the sentence could be represented by its textual PENMAN notation format [19] as shown in Figure 1 or a graph format shown in Figure 2. One of the purposes of AMR is to normalize and remove the effect of grammatical skewing, meaning there are some grammatical twists or distortions between semantics and grammar.

AMR parsing is the annotation of natural language with linguistic structure in the graph structure. AMR represents the input sentence as a graph $G = \langle N, E \rangle$ where nodes and edges are given labels from sets $L_N$ and $L_E$. The graph is constructed with 2 stages, the first stage identifies the concepts (nodes) from the words in input sentence $W = \langle w_1, \ldots, w_n \rangle$, where $w_i$ a

```plaintext
(v2\want-01

: ARG_0 (v1/girl)

: ARG_1 (v3/go-02)

: ARG_4 (v4/library)

: ARG_0 (v1))
```

Figure 1 PENMAN format for the sentence (ex. The girl wants to go to the library.).
Table 1  AMR sentence meaning representation

<table>
<thead>
<tr>
<th>Sentence</th>
<th>AMR Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>The girl wanted to eat all candies.</td>
<td>(w / want-01</td>
</tr>
<tr>
<td></td>
<td>: ARG$_0$ (g / girl)</td>
</tr>
<tr>
<td>The girl’s wish was to eat all candies.</td>
<td>: ARG$_1$ (e / eat-01</td>
</tr>
<tr>
<td></td>
<td>: ARG$_0$ g</td>
</tr>
<tr>
<td></td>
<td>: ARG$_1$ (c / candy</td>
</tr>
<tr>
<td>Eating all candies was what children desired.</td>
<td>: mod (a / all)))</td>
</tr>
</tbody>
</table>

Second stage is connecting the concepts by adding labeled edges capturing its relation with concepts, and select root in $G$ corresponding to the focus of the sentence $w$. The principle of AMR is abstract away from the syntactic and morphological variation of the sentence. So, if we employed AMR to represent a sentence with different morphological, if their meaning is the same then the representation of their graph is going to be the same. Considering a simple example as given in Table 1, the paraphrase sentences, even they have a different form, but AMRs can abstract away from word to the concept or the meaning, the AMR representation of that three sentences will be the same.

3.2 AMR-CNN for Toxic Meaning Detection

This paper combines the AMR to capture the meaning representation from the input, which is the sentence that is annotated as a profane phrase or offensive phrase, and then uses CNN methods to do with the detection of whether the input is a profane phrase or not, demonstrated in Figure 3.

The first step is to create the AMRs graph for the Toxic content phrase data, we used the JAMR parser [20] to generate the Toxic meaning representation graphs. These parsers work in two parts algorithms, which first identifies
concepts using a Semi-Markov Model and then identifies the relation by searching the maximum spanning connected subgraph. After generating the AMR graph, in the second step, we feed the graph into a two-layer CNN and then fed it into a softmax classifier to classify the class. CNN is among the neural network methods that can calculate directly on a graph and induces embedding vectors of nodes based on the properties of their neighborhoods.

For a formal equation, graph \( G = (P, E) \) where \(|P| = n\) represents the point (vertex) of the graph as are set of nodes and \( E \) are sets of edges. Usually, in Convolutional Network other works use the adjacency matrix \( A \) and its degree matrix \( D \) to represent graph \( G \), where \( D_{ij} = \sum_j A_{ij} \). Where diagonal elements of \( A \) are set to 1 because of self-loops. And the formula for one convolutional layer is

\[
H = \tilde{A}XW
\]

Where \( X \in R^{n \times m} \) is the number of nodes, \( m \) is the dimension of the feature, \( \tilde{A} = D^{1/2}AD^{-1/2} \) is the normalized symmetric adjacency matrix and \( W \in R^{m \times h} \) is a weight of a matrix. The convolution layer function is

\[
\text{Convolution} = \tilde{A}\text{Relu}(\tilde{A}XW_0)W_1
\]

Where \( W_0 \) and \( W_1 \) are weight matrices. For the second layer node (word) embedding pas into softmax classifier

\[
\text{Output} = \text{softmax}(\text{Convolution})
\]

4 Experiments

AMR-CNN model performs for 2 kinds of datasets, the first dataset is Offensive Language Identification Dataset (OLID) [21] the second dataset is Twitter from Davidson [3] Twitter Sentiment Analysis Dataset. The OLID uses a hierarchical annotation schema to split the level of offensiveness into three levels. Level A classifies the input data into two classes which are ‘Offensive’ labeled ‘OFF’ and ‘Not Offensive’ labeled by ‘NOT’. Level B categorized the type of offense, which is ‘Targeted Insult’ that contains insult/threat to an individual, a group, or other and also ‘Untargeted’ that sentence that contains insult but they are not targeted. The last level, Level C more into categorizes the targets of insults/threats whether it’s ‘Individual’, ‘Group’ or ‘Other’. In the OLID, from the whole 13,240 tweets data, 4,400 data is labeled as a tweet that contains offensive words or offensive meaning, and 8,840 data labeled as neutral or tweets without offensive words or meaning (Figure 3).
Besides using the OLID, this paper also tried the network with the dataset from Davidson et al. for hate and offensive tweets. This data came from the tweets that contained terms in the hate lexicon from Hatebase.org, and then manually annotated by CrowFlower(CF) workers. Since the start this work already defined a profane sentence as a sentence that includes offensive word or hate speech, that’s why we change the label of the class into 3 classes. The ‘Offensive’ and ‘Hate’ data we consider as ‘Toxic’ and the tweets that neither contain hate or offensive words we put the label as ‘Non-Toxic’. In the experiment, combine the data with Twitter Sentiment Analysis dataset. This kind of sentiment dataset is usually more used in the NLP domain to determine the emotional tone of the sentence or author’s attitude toward something. This data is a twitter data with the label ‘0’ for a positive and ‘1’ for tweets that have a negative sentiment. As shown in the Figure 4, we choose to merge both datasets to create a balanced distribution of class. From the Figure 4(a) we could know that both datasets have an imbalance data distribution. The data from Davidson et al. have more Toxic, Non Toxic Davidson et al. have more Toxic tweet with 23,353 tweets data and only 1,430 data for Non-Toxic tweets. Meanwhile, the data from Twitter Sentiment Analysis have more data for the tweets that not have toxic meaning or profane word. With only 2,242 tweets that labelled as toxic and 29,720 data that considered as neutral or do not have toxic meaning. With merged both data, this experiment used both of dataset as our second dataset that also will be used to test the performance of the model if we used multiple kinds of dataset. The second datasets number is 56, 45 tweets dataset with 25,595 tweets are the tweet that have profanity meaning and 31,150 data are the tweet that neutral and not have a toxic words or profane meaning.
After we parse each input sentence into its graph representation, the model feed the graph meaning representation into the neural network. This work using CNN to learn the local features of the graph and find a toxic meaning of the sentence. Since AMR able to describe the correlation of each word and state what kind of correlation the word has, CNN able to detect the Toxic meaning from the text. And or the detailed information we trained this network using learning rate 0.02 and 200 epoch, with the number of hidden layers is 200. To optimizing the hyper-parameters of the model, we performed a fine-tuning of the hyper-parameters and 5-fold cross-validation of the model. Cross-validation is used to better understand the learning process and to estimate the learning variance since large variance tends to leads to biased model and overfitting problems. Using the sci-kit-learn library, we implement Kfold() class to measure the performance of the model for each fold. For fine-tuning the hyper-parameter, we also use a variant hyperparameter to improve the performance of the model. In this experiment, we performed tuning in learning rate and dropout rate as shown in Table 2.

<table>
<thead>
<tr>
<th>Hyper-Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Rate</td>
<td>[0.5, 0.001, 0.002]</td>
</tr>
<tr>
<td>Dropout rate</td>
<td>[0.5, 0.2]</td>
</tr>
</tbody>
</table>

5 Result and Discussion

In this experiment, we train 2 kinds of datasets to test the performance of the network in classification tasks. Based on our experiment before, we performed the model with the tuned hyper-parameters dropout rate 0.2 and also
learning rate 0.001. The first dataset that we used is from OLID (Offensive Language Identification Dataset) and the second dataset is a merged dataset from Davidson et al. and Twitter Sentiment Analysis dataset. In the first experiment, we train the OLID dataset in our proposed network. We can see in Figures 5 and 6, the performance of our network in this dataset reaches the highest accuracy for 84% and the lowest loss score for 0.38. The second experiment with dataset 2, that is a merged dataset of Offensive tweet from Davidson et al. and data from Twitter Sentiment Analysis. The accuracy and loss result from the training for each epoch present in Figures 7 and 8. Based on the training result using dataset 2, our proposed method could achieve the highest performance in training with the highest accuracy 91%, and the lowest Loss score of 0.21.

Based on the experiment with both different datasets, our result showed that the performance of our network was slightly higher when trained on the merged dataset (Tables 3 and 4) but the score still showed that our approach is reliable to tackle the task on the toxic meaning detection. We can also say if our model shows promising result for both datasets that can be applied
Figure 7  Loss rate for DTSD.

Figure 8  Accuracy rate from DTSD.

Table 3  Cross-Validation of model for OLID

<table>
<thead>
<tr>
<th>Model</th>
<th>CV k = 1</th>
<th>CV k = 2</th>
<th>CV k = 3</th>
<th>CV k = 4</th>
<th>CV k = 5</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss</td>
<td>0.385</td>
<td>0.392</td>
<td>0.387</td>
<td>0.377</td>
<td>0.390</td>
<td>0.386</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.843</td>
<td>0.840</td>
<td>0.952</td>
<td>0.842</td>
<td>0.841</td>
<td>0.841</td>
</tr>
</tbody>
</table>

Table 4  Cross-Validation of model for DTSD

<table>
<thead>
<tr>
<th>Model</th>
<th>CV k = 1</th>
<th>CV k = 2</th>
<th>CV k = 3</th>
<th>CV k = 4</th>
<th>CV k = 5</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss</td>
<td>0.213</td>
<td>0.211</td>
<td>0.215</td>
<td>0.210</td>
<td>0.215</td>
<td>0.212</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.912</td>
<td>0.911</td>
<td>0.918</td>
<td>0.913</td>
<td>0.911</td>
<td>0.913</td>
</tr>
</tbody>
</table>

to other datasets with a minor hyperparameter tuning or cross validation arrangement for estimate the learning variance of the data.

There are still some limitations in this research related to the data, comparison of the performance with other works and the development of the methods. First, we can say that our experiment still lacks data for training and testing the network. Since the domain of Toxic content detection that we choose is a broad domain and consider the data of social media content to grow rapidly, there’s still many unexplored data that could help to increase
the performance of automated toxic content detection. Therefore, in the future work we will also focus on enriching the dataset for the classification and try to run the method on a few different datasets to test the network performance. Secondly, there’s many other methods that work in this task. But our work still lacks in experiment to compare other robust methods with our proposed methods. Therefore, in the future research we will consider to also experiment the same dataset on a few other state-of-art methods to make a performance comparison with our works.

6 Conclusion

This paper proposed AMR-CNN as one method to represent the meaning of the text and build the graph of the input sentences based on its meaning. Since the ability of AMR to handle semantic role, can identify entity types and also the coreference of one word with other words, thus make this method have a promising performance to tackle the task in online abuse/bad word or toxic meaning detection domain. The other advantages of AMR are its ability to handle modality, polarity and even connect every concept with the Knowledge of the world like wikification, that make AMR possible to extracted the meaning of concept based on its contents.

Our proposed new approach model showed a good performance on both datasets with the precision score for OLID dataset reach 85% and for Davidson-Tweeter dataset is 91%. This showed that our model can perform well with variety datasets and show similar results, even though we consider that we lack of more big and reliable datasets to test the performance, but in the future, we planning to train and test the model with bigger dataset. And also, we consider that using the Abstract Meaning Representation combined with CNN, the network could understand better the meaning of the sentence and this model able to detect the toxic meaning of the phrases and give a proper label ‘Profane’ and ‘Not Profane’ for the input sentences.
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