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Abstract

With the development of online information sharing, high-tech equipment
for collaborative production management of power enterprises emerges end-
lessly. Therefore, it is necessary to design the collaborative production
management system of power enterprises based on online information shar-
ing to meet the information sharing needs. In terms of the hardware, the B/S
structure was built, and the computer was debugged with Cascading Style
Sheet (CSS). In terms of the software, Hadoop horizontal architecture tech-
nology framework was designed, the physical deployment was carried out,
the production management center module was designed, and the production
operation chain was monitored and managed to realize the collaborative pro-
duction management of power enterprises. The experimental results showed
that the designed collaborative production management system of power
enterprise had high reliability and friendliness, the highest reliability is
97.2%, the highest friendliness is 99.8%, which meets the current demand.
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Introduction

With the development of big data, intelligent power high-tech equipment
emerges endlessly. Intelligent meter reading system, intelligent online con-
dition monitoring system, intelligent fault diagnosis system in power, intelli-
gent operation analysis system, and a power panoramic big data visualization
are gradually built and applied. The scale and types of smart grid data are
growing rapidly. Traditional power systems are unable to process multi-
source data, including heterogeneous data and unstructured data. The data
volume has been increased from the original GB level to PB level. It is
difficult to obtain real-time dynamics and cannot show the overall situation
of power operation. Therefore, traditional technologies can no longer meet
the needs of the rapid development of power enterprises. In this regard,
document [1] screens the problem, selects the target survey objects, conducts
an online survey to collect 124 complete questionnaires from Malaysian man-
ufacturing enterprises, tests the structural model and hypothesis statements,
determines the relatively important driving factors of inventory efficiency,
and has a positive relationship between inventory sharing and inventory effi-
ciency. Document [2] Finding that international students share both similari-
ties and differences in the use and sharing of information and communication
technologies with other students and migrants, as well as a range of settlement
barriers and assistance related to information and communication technolo-
gies, and that the transferable findings of information and communication
technologies in supporting the information, social and emotional needs of
international students fill in the gaps in our existing knowledge regarding the
use of information and communication technologies and online information
sharing by international student migrants. Literature [3] examines how credit
reporting affects where companies have access to credit and how lenders
enter into contracts with them, highlighting the mixed impact of financial
technologies for greater transparency on credit availability.

This paper integrates the above research methods to support the devel-
opment and innovation of electric power enterprises by introducing big data
technology, and make full use of relevant business data and external data
of the College of Electric Power to give full play to the comprehensive
advantages of the College of Electric Power. Big data technology includes
data processing, data analysis, data modeling, data presentation, artificial
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intelligence, etc. [4—7]. A data asset is the core of management for power
enterprise management, which adopts cutting-edge big data technology,
including the Hadoop distributed framework, Hadoop Distributed File Sys-
tem (HDFS), hive databases, distributed offline computing, spark real-time
computing, storage data based on HBase, etc., to build the ecological envi-
ronment of power enterprises and formulate strategies for power companies.
To improve the scientific ability of power enterprises in the fields of power
system analysis, power automation, marketing, and power distribution and
utilization, big data should be adopted to innovate in daily equipment opera-
tion of power grid and management of power enterprises, including business
innovation and technical innovation, and improve the market competitiveness
of power enterprises.

Design of Hardware
B/S Structure

B/S structure was built before the design of the collaborative production
management system of power enterprises. First of all, we built the structure
on the J2EE platform, combined with the MVC framework. In the design of
the collaborative production management system of power enterprises, we
adopted Cascading Style Sheet (CSS) technology to design each page of
the system, which could achieve the software real-time better dynamic and
interactive display [8—10].

At present, with the development of information technology, especially
the rapid updating of web-based information systems for publishing and
retrieval technology and the diversification of customer demand for system
software. In the actual system development and design work, the traditional
master-slave structure C/S gradually evolves into a multi-level distributed
structure [11]. The client of the application system of B/S structure is the
browser, and the client of the engineering application is the webserver. Data
and application-related files are stored on the server.

As shown in Figure 1, the application on the server has been extended
dynamically. According to the basic principles of communication engineer-
ing, the server layer itself has a multi-layer structure. The data processing
type of the B/S structure itself can also be expanded dynamically [12—-14].
In the principle of practical communication engineering technology, in the
maintenance system developed with B/S structure, the main work of devel-
opment and maintenance is concentrated on the server. The server in actual
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Figure 1 B/S structure mode diagram.

operation does not need maintenance. This model has a wide range of work
and strong applicability. Therefore, the legitimate user of the browser can use
the browser easily.

Because the B/S structure concentrates the core part of the system func-
tion realization on the server, simplifies the development, maintenance and
use of the system, and the basic principles of data interaction and application
are unchanged, which is suitable for different task processing of multiple
roles in the collaborative production of power enterprises. The B/S structure
adopts the working mode of browser request and server response. The main
working principle of the B/S structure mainly includes the user submitting
form operation in the client, sending a request to the server, and waiting for
the corresponding response from the server. At the technical level, the server
receives the application and uses the common server-side technology to
process the request sent by the client, thus generating a response [15-17]. In
the response phase, the actual server returns the relevant request data results
to the browser, and then the browser that receives the receipt information
interprets and executes HTML language and presents the requirements in the
user interface. If the request hits the cache, it will directly return the cache
result, or when the back-end response data is consistent with the front-end
cache, it does not need to send the data back to the next stage, so as to reduce
the amount of response data and response time.

CSS Debugging Computer

CSS is needed to debug the computer to control the page layout. In the
actual software development and application, CSS can realize the external
standard of separating the structure behavior and performance of web pages.
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CSS tables can support multiple browsers, independently carry out the style
design of the web page, and make dynamic effects in the web page [18]. In
practice, CSS has the advantages of simple syntax, easy writing, clear and
diverse layout, fast page browsing speed, and easy publishing compared with
the traditional software engineering development language. Therefore, CSS
is widely used in computer systems.

When debugging the computer, firstly, the rich appearance for the docu-
ment was provided using the CSS technology, and then the diversity of styles
needed to be ensured. The cohesion between elements was shortened, and the
text size was modified. Secondly, the same style elements were classified, and
CSS to web page settings was applied to facilitate the modification of styles.
The same element could be designed many times. Finally, the elements were
cascaded in the page to rewrite the page.

Design of Software

Hadoop Horizontal Architecture Technology Framework

The front-end web framework was developed with Java language, using
various components, including report visualization, component map display,
data transmission component ESB, etc. The back end adopted the Hadoop
distributed framework and introduced distributed computing technology,
including offline and quasi-real-time computing. Data storage mainly adopted
a hive data warehouse. HBase database was used to store detailed data, and
MongoDB database was used to store summary data [19]. By introducing
spark memory computing, the computing efficiency was improved rapidly.
Hadoop cluster could solve future power data growth and could be expanded
horizontally based on this framework. It enabled the enterprise management
and control system to continuously monitor and deeply analyze the key
nodes and key indicators in the production domain, provide a comprehensive
and intuitive display platform according to the results and process, assist
the decision-making level and management level to deeply grasp the safety
production situation, timely discover the management weaknesses, and assist
the optimization of management decision-making.

Physical Deployment of Online Information Sharing

The physical architecture of the system was mainly distributed deployment,
which realized the distributed storage and computing functions. Mem-
ory computing cluster: distributed deployment, master-slave structure, and
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dynamic expansion of computing nodes. Management and scheduling cluster:
load balancing cluster was adopted to ensure the stability and reliability of
services in high concurrency. The interface cluster adopted a load balancing
cluster, ensuring the stability and reliability of service in high concurrency.

In physical deployment, the establishment of forms is important. The
user’s letter table is mainly used for recording basic information. User names
can be ID numbers or smart numbers, and the password is composed of
numbers and symbols. The password state is divided into two kinds: 1
represents the use, and O represents the user’s information table, the English
alphabet, and special use. The system role table mainly records each role in
the system and describes the specific permission scope of the role. The role
names include system administrator, data management administrator, data
analysis administrator, operation and maintenance administrator, etc. the role
description mainly describes the main tasks of each role. For example, data
center administrators are described as data center administrators or data rights
management, and the user role table records the corresponding roles of each
user.

To identify system objectives, enterprise production process and data
from top to bottom, different roles have different tasks, but their basic
architecture, namely Figure 1, is the same. Therefore, data can be analyzed
at the same time to form a role task model under collaborative production of
power enterprises:

7TT:(PE—CEc—CE)(a—b)+(P0—Cc) (1)

In the model, 71 represents the node dynamic expansion model, Pg
represents the storage capacity, C'gc represents the storage assignment,
CE represents the structure difference, a and b represent the corresponding
constant, Po represents the load, and C'¢ represents the balance value.

Design And Production Management Center Module

For production management, a data center is designed for massive data stor-
age, including unstructured data. With the development of big data, the data
of power enterprises is increasing rapidly, and the business challenges are
large. The advanced enterprise information system is constructed. However,
there is still a certain gap compared with foreign power grid enterprises
because foreign power enterprise asset management and big data applications
in power have moved towards artificial intelligence. As an innovative means
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of modern enterprise management, big data can provide basic data, analysis
methods, and management tools for business management.

Through construction and operation, the data center of the power enter-
prises has accumulated an amount of business data in marketing, production,
finance, materials, human resources, infrastructure, planning, etc. However,
the current data center architecture has shown a bottleneck in managing
and applying massive data assets. To go online with the integrated business
system, the data center needs to improve data collection, storage, and comput-
ing capabilities. By introducing web-related technologies, we can construct
the data center capability layer, improve the data collection, storage, calcu-
lation, and application capabilities, and promote the company’s long-term
development.

In this study, the processing flow of the production center is to extract
data sources through the ETL cluster, store the data in the data warehouse, and
then store the calculated result set in the database through Hadoop distributed
computing. According to business results, the data can be stored in HDFS
distributed file system and HBase column storage database. The data result
set also can be imported to a traditional external database, such as MySQL or
Oracle data, and provide self-service analysis or data services for the upper
layer based on the database, including data query and data subscription [20].
By setting the collection time cycle, frequency, priority, increment, and full
amount collection strategy, the data aggregation task can be flexibly executed
to realize the aggregation, transmission, cleaning, and integration of various
information resources. The function of exploratory analysis in production
management is realized. The content related to quality inspection is built
in as analysis items. According to the field metadata, the analysis items are
selected. Finally, according to the analysis data, whether to be included in
the scope of quality inspection is determined, and the inspection rules are
designed.

Monitoring and Management of the Chain for Production and
Operation

Enterprise management and control chain operation analysis adopted online
information sharing technology to analyze the business about safety pro-
duction, such as equipment management, production management, safety
production evaluation management (power reliability, voltage quality), sys-
tem operation plan management, power supply guarantee management, etc.,
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and generated analysis reports regularly. Analysis reports could be used to
analyze personnel at different levels or meet reports on different occasions.
Reports could be divided into different analysis periods of weekly, monthly,
quarterly, and annual reports.

According to the design results of the operation analysis function in
the production area, the operation analysis function was developed. The
special analysis included reliability of power, voltage quality, net asset scrap
rate, equipment retirement period, etc. Thematic analysis generated analysis
reports regularly, which could be used to analyze personnel at different levels
or meet reports on different occasions. The reports could be divided into
different analysis periods of weekly, monthly, quarterly, and annual reports.

The comprehensive analysis function was to comprehensively grasp the
main business activities of the company’s production management through
the monitoring of the operation status, promote the popularization and
practicability of the project, summarize the overall operation dynamics and
characteristics, reveal the problems, risks, and rules in operation, put forward
countermeasures and suggestions, and realize the operation control objec-
tives. The comprehensive analysis included monthly/quarterly summary,
semi-annual/annual analysis, etc. The monthly summary was a compara-
tive analysis and a trend analysis on the main business activities and core
resources of this month from the dimensions of organization, business field,
and severity. The monthly summary was to master the overall situation
and characteristics of this month’s operation and make a preliminary cause
analysis on the changes exposed in the monitoring, which could provide
countermeasures and suggestions. The quarterly summary was a comparative
analysis and trend analysis of the main business activities, core resources,
and external environment of this quarter from the dimensions of organization,
business field, and severity. The quarterly summary was to master the overall
situation and characteristics of this quarter’s operation. This paper analyzed
the causes of the changes exposed in the monitoring, summarized the com-
mon problems, and provided countermeasures and suggestions. A half-year
analysis was to analyze the external environment, main business activities,
core resources, and comprehensive performance of asset management in half
a year, summarize the operation characteristics and rules, clarify the problems
and risks in operation, and put forward measures and suggestions. An annual
analysis was to analyze the external environment, main business activities,
core resources, and comprehensive performance of asset management in the
year, summarize the operation characteristics and rules, clarify the problems
and risks in operation, and put forward measures and suggestions.
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Realizing The Production Management of Electric Power
Enterprises

Production management mainly focuses on the dynamic monitoring of the
core business, key processes, and core resources of equipment management.
By setting a target value for monitoring and early warning value, dynamic
monitoring and automatic early warning of changes and problems in the asset
operation can be realized. In the specific project construction, the monitoring
module will be studied in detail. Combined with the company’s strategy and
business needs, the comprehensive monitoring module will be designed and
constructed by referring to the relevant successful practices at home and
abroad. The big data operation management and control system of power
enterprises will adopt the method of combining case analysis and research
reports to conduct best practice research and clarify the background and
objectives, business scope, construction content, and comprehensive monitor-
ing steps at home and abroad. The experience of international and domestic
comprehensive monitoring construction, especially the relevant experience
of power industry at home and abroad, is learned to clarify the positioning
and objectives, design focus, construction steps of comprehensive monitor-
ing of production equipment management of China Southern Power Grid
Corporation.

The collaborative solution function module is mainly used to monitor
the production of power grid enterprises and analyze the operation results
of abnormal data. The module can solve the problem through communication
and coordination and present the operation data dynamically. By coordinating
multiple departments and units, we can quickly locate and eliminate the
abnormal state, accurately solve the problem, and prevent the risk from
happening again. Besides, the specific matters arranged by the leaders can
be coordinated and handled synchronously through this module, which can
coordinate the implementation of relevant departments and units. The collab-
orative solution function in this study is mainly based on big data monitoring
and big data analysis. With the help of big data computing ability and data
mining ability, the collaborative solution function plays an important role in
coordination, collaboration, and assistance around the development strategy
and goal of power grid companies in production management.

Experiment

To ensure data and system security, we built the same set of environments
as the actual operating environment. After the population is clearly defined,
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Table 1 Schedule of task allocation

Testing Phase Task Working Hours
Write a plan Module operation 12h
Functional testing ~ Function arrangement 6h
System test Detection module 8h
Test case Solution module 10h
Compatibility test Friendliness test 12h
Regression testing Report submission 10 h

the sampling is random, so that all members of the population have the same
chance to be selected. It is ensured that the sample selected represents the
population as far as possible, and the sample size is moderate, which meets
the requirements of statistics, and is feasible with small error. The writing and
implementation of the test plan of power enterprises’ collaborative production
management system help to achieve the following purposes: check whether
the overall function, effect, and performance of the software are consistent
with the non-functional requirements of big data operation management and
control system in power enterprises; whether there are missing function
points; and whether the system can process data normally, guide the whole
test process, control the test progress, put forward the test strategy, provide
the basis for the test, allocate the relevant resources in the test process, reduce
the defects in the systematization, and provide preventive measures for the
possible risks in the test process. With the development of information sys-
tems, people’s requirements for information systems are increasing, requiring
system standards to be improved. The system quality includes few bugs, high
performance, high reliability, and good friendliness.

Experimental Preparation

The specific task allocation and time arrangement are shown in Table 1.

In the implementation phase, there are risks such as progress, technology,
defects, and other unpredictable risks. Schedule risks mean the inaccurate
estimation of workload before testing, and slow change of defects by the
development team, leading to delay of the testing schedule. Technical risks
mean that the mastery of testing tools is not high enough, and the construction
of the testing environment is not objective and practical enough, leading to
the failure to reflect the product quality truly. The defect risks mean that the
product requirements are not fully understood, the test experience is not rich
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enough, and the test case writing is not fully covered, leading to the defects
of the product and posing a hidden danger for the future product quality.

We should take preventive measures against these risks. For schedule
risks, we should analyze the product requirements, estimate the workload,
design the test plan, track the defects of the development team before testing,
and do regression testing in time. For technical risks, the test of the data
management platform should consider the compatibility of each big data
component. For defect risks, we should write and review test cases, record,
track and solve the defects, and observe the defects that are difficult to
reproduce, and summarize the rules. For unpredictable risks, we should and
seek others’ help and give solutions.

Experimental Results and Analysis

According to the plan, the test was carried out: we selected 4 groups of sam-
ples, collected the information after the test, and tested them fir friendliness
and reliability. The results are shown in Table 2:

Table 2 Test results
Sample Reliability (%) Friendliness (%)

1 94.3 99.8
2 95.2 94.2
3 97.2 97.2
4 94.6 95.7

Table 2 shows that the designed collaborative production management
system of power enterprises based on online information sharing has high
reliability and friendliness, which meets the current demand.

Conclusion

According to the current situation of power enterprises, the collaborative
production management system of power enterprises is constructed. The
production management problem is solved by introducing online informa-
tion sharing. The problem of real-time data calculation is solved using
data fusion. The operation status of power enterprises can be monitored in
real-time, meeting the operational requirements of power enterprises, improv-
ing the production efficiency of power enterprises, reducing redundancy,
and improving the operation cost. According to the core idea of “Service
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First, Keep Improving”, the collaborative production management system of
power enterprises adopts advanced online information sharing. With business
demand as the guide, data driven as the main line and resource integration as
the starting point, a complete data lifecycle management system has been
established, with the highest reliability of 97.2% and friendliness of 99.8%.
The quality of electric power data is improved and the security of data is
ensured to implement the government’s integration, sharing, opening, and
application of internal and external data resources, boost the overall informa-
tization in-depth application construction of electric power, and enhance the
core business cooperation of all units.
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