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Abstract
With the technology’s rapid development and its involvement in all areas of our lives, the volume and value of data have become a significant field of study. Valuation of the data to this extent has produced some consequences in terms of people’s knowledge. Data anonymization is the most important of these issues in terms of the security of personal data. Much work has been done in this area and continues to being done. In this study, we proposed a method called RSUGP for the anonymization of sensitive attributes. A new noise model based on random number generators has been proposed instead of the Gaussian noise or random noise methods, which are being used conventionally in geometric data perturbation. We tested our proposed RSUGP method with six different databases and four different classification methods for classification accuracy and attack resistance; then, we presented the results section. Experiments show that the proposed method was more successful than the other two classification accuracy, attack resistance, and runtime.
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1 Introduction

In today’s technology age, data is an essential source of information. With the development of technology, the increase in social media applications, and the introduction of concepts such as the internet of things, the volume and dimensionality of collected data have increased considerably. The value of the data has grown with the growing size [1]. We live in the age of data, and the oil of our age is data. As such, there are many different sources of big data. For example, an aircraft engine generates data for 5000 different components per second. According to the information obtained from a site that keeps the statistics of the shares on social media, 500 million tweets are posted daily only on Twitter, and 90 thousand videos are watched per minute on YouTube [2]. Contents produced due to video, picture applications, data read from medical devices, patient follow-up data, and most importantly, the data produced by the IoT devices are sufficient examples to define the many titles in the concept of big data.

With the acceleration of technological developments regarding collecting and storing such extensive data, data mining studies, which are the science of extracting meaningful information from data, have also gained importance [3]. In addition, it has become a new field of study that needs to be worked on to ensure the privacy of sensitive data about individuals and organizations in mining operations or in any area where data is accessible. The term confidentiality used here should not only be considered as the protection of data from threats from attackers, but it also means of preventing unauthorized access and use [4, 5].

There are many successful de-identification and data security solutions for traditional (relational) databases. However, with the concept of big data, different robust infrastructures such as Hadoop, Spark, Cloud that can store and process big data have been developed. Many organizations need innovative solutions that will not create performance problems in accessing data while ensuring data privacy in these distributed work environments.

De-identification is the process of making the data independent from the person who owns it [6]. Even if it matches with other data, it cannot be matched with a specific identity in any way or cannot be identified indirectly. While the de-identification process, each record is divided into the following attributes [7].
• **Identifier (ID):** Characteristics that can identify the person alone without the need for any other feature. Such as ID number, account number.

• **Quasi-identifier (QID):** The feature sets cannot identify the person alone but can identify by associating with other data sets. Like gender and zip code.

• **Sensitive attribute (SA):** Characteristics of the person that should remain hidden from other individuals. Such as salary, grade, or disease.

• **Non-Sensitive Attribute:** Features that will not disclose the person, even if they fall into the hands of people who do not have access. Like hobby, reviews, insurance company.

Privacy-preserving data mining procedures in the literature can be categorized into three key groups. These are reconstruction-based methods, heuristic methods, and cryptographic methods. According to the algorithm they apply, these methods can de-identify data using descriptive, semi-descriptive, or sensitive attributes. Frequently used anonymization methods:

• **Generalization:** It is the process of replacing semi-descriptive attributes with values that will less describe the attribute. In other words, the relevant data is translated into a more general value rather than a personal value. Generalization types: It is known as full domain generalization, cell generalization, multidimensional generalization, sibling generalization, and subtree generalization.

• **Suppression:** Some known values in this method are replaced with special characters, hiding their actual value. The purpose of the hiding process is to reduce the probability of an accurate estimation. The hiding method can be done separately on the cell, on the record, and on the value.

• **Anatomization:** The table containing sensitive data is split into two separate tables; semi-descriptors and sensitive attributes. In other words, the data are not generalized or hidden; they are kept in two separate tables in a way that they cannot disclose personal information. Both tables have a common feature in order not to break the relationship between them.

• **Permutation:** In this method, data is divided into groups, then sensitive data within each group is mixed and de-identified.

• **Perturbation:** In the perturbation method, the values on the data set are replaced with synthetic values that have no real value. With this change, there will be less deterioration in the distribution of data and statistical
calculations. It has options such as data exchange (swapping records between pairs), adding noise (adding an equal amount of data to the original data), creating synthetic values (determining meaningless data).

Various studies using the above-mentioned methods have been done by now. And in this manuscript, we use the random number generators and geometric data perturbation based new method (RSUGP) for efficient privacy preserving. RSUGP is an irreversible input perturbation mechanism with a new noise model. Using the random number generators for noise addition is a novel method for anonymization and it is one of our contribution. Our main contribution is developing a privacy preserving data publishing algorithm which is independent of data set and can be applied all numerical attributes. We prove experimentally that RSUGP provides more privacy guarantee with better classification accuracy, better attack resistance and faster than comparable methods.

The rest of the paper is organized as follows. Section 2 provides a summary of existing related work about anonymization methods. Geometric data perturbation and the technical details of RSUGP are described in Section 3. Performance results of the proposed model are shared in Section 4. Furthermore, in the last section, the study was concluded by mentioning the contribution of the proposed method.

2 Literature Reviews

Privacy-preserving data mining methods are classified into three classes: reconstruction-based methods, heuristic approaches, and cryptographic methods [8]. In reconstruction-based techniques, the sensitive values on the original data set are removed and replaced with different values. Heuristic methods are models used to measure the level of privacy protection. Cryptographic methods allow data to be changed in a structure like encryption and have more time complexity than other methods [8]. Despite this complexity, it is not appropriate and practical to use as an anonymization technique because it reduces data availability against security [9].

Heuristic methods are mostly statistical methods used to determine the boundaries of confidential information. The best known of these methods are k-anonymity, l-diversity, and t-closeness. K-anonymity is a privacy model that ensures that each record in the published data cannot be distinguished from at least k − 1 records in the data if the attacker somehow obtains semi-descriptive values [10]. In the studies on the lack of k = 4 anonymity, it was
determined that in cases where the sensitive attributes diversity is low, k-anonymity does not adequately protect the confidentiality and can be inferred from the data. Thereupon, the l-diversity principle, based on the relationship between semi-descriptive and sensitive qualities, was proposed. If there is at least 1 kind of sensitive feature in a semi-descriptive group selected according to the method, it is said that l-diversity has been achieved [11]. Because l-diversity prevents disclosures by providing diversity in personal data, it does not provide sufficient protection because it is not concerned with the content and sensitivity of the data, and the t-closeness principle has been put forward [12]. In t-closeness, the data are anonymized by dividing data into subclasses the according to calculated proximity degree.

Reconstruction-based methods are also called perturbation techniques. Perturbation is used to replace data or data sets with synthetic data with the same distribution as themselves. The most important and biggest challenge in data modification is to ensure that the quality and balance of the data are not compromised while maintaining privacy. Although there are many approaches in privacy-preserving data mining, data perturbation is one of the frequently used methods because it is a simple and effective method [13]. Data perturbation is examined in two classes as input perturbation and output perturbation. While the input perturbation uses one of the additive noise or multiplicative noise methods, the noise addition and rule hiding approaches [14–16] are applied together in output perturbation [17]. Input perturbation; can be applied one dimensional with additive perturbation [18, 19], random response [20] and swapping [21–24], while condensation [25], random rotation [26–30], random projection [31] and geometric perturbation [32], can be applied multi-dimensionally.

In the literature review in recent years, it is observed that the anonymization studies have focused on perturbation methods. In a study published Ph.D. thesis [33], the author proposed a k-anonymity method to keep data confidentiality at the highest level while minimizing data loss and latency on data flowing in the Apache Spark environment. In a different study [17], an efficient de-identification algorithm is proposed on data flowing over IoT devices, using the method they call P2RoCAI. In another study [34], the authors put forward a model that provides data privacy by using chaotic maps, which are frequently used in many fields.

In the study on geometric data perturbation [35], the authors proposed a 3-stage model that works in harmony with different data mining methods. They also published detailed analyses on multi-column privacy in the study. In a different study [36], the data set containing personal health records was
developed using the Gaussian noise model in geometric perturbation and compared with the AES encryption method in terms of operating times. In a similar study, geometric perturbation was performed using the Gaussian noise model, and healthcare data set [37]. The authors in [38] developed geometric data perturbation and a classification model accordingly. Classification and clustering methods are essential issues for privacy-preserving data mining. In the study in [39], the clustered data using the k-mean clustering method were perturbed using the rotation process with different angles on the cluster centers. In another study [40], a 4-dimensional rotation model has been proposed for anonymization. In this model, the data were split into two groups, and their values were changed by rotating them on the xy and then zw axes.

The confidentiality of data collected on the sensor node for transmitting in wireless sensor networks is also an important issue. In a study [41], geometric data perturbation was used to provide this confidentiality. Geometric data perturbation includes method steps. A different study about the order of these stages [42] examined changing the order of the steps; rotation, adding noise, scaling on the result was shared. In another large-scale study, geometric data perturbation was analysed in detail [43]. In the same study, the successful results obtained from the model proposed by the authors by combining the data separation method and the geometric approach were shared. In a different study of the same authors [44], an efficient and reliable perturbation method was proposed using the Laplace noise method.

When all these studies examined, geometric data perturbation models become special with step order or noise addition step. In most of the studies, it is seen that Gaussian noise model is a frequently used because of its ability to produce different noise each time [35–40]. And another one uses the Laplace noise [44]. And some of the studies uses random value in range 0–1. Our RSUGP method stands out here and uses a different noise model than others. In proposed model data is used for input for generating noise.

3 Proposed Method: RSUGP

With the current studies reviewed, it has been seen that perturbation methods continue to be used actively for de-identification studies. Geometric data perturbation is one of the perturbation methods with a high success rate. For this reason, in this study, we focused on geometric data perturbation and proposed a new model with random number generators.
3.1 Geometric Perturbation

Geometric Data Perturbation, one of the reconstruction-based anonymization methods, consists of rotation, translation, and noise addition steps. It is processed as RX-Rotation, T-Transform, ∆-Add Noise steps on the formula:

\[ G(X) = RX + T + \Delta \] (1)

3.1.1 Multiplicative transformation

Data rotation is the perturbation of sensitive data on the D data set by the multiplicative transformation method. The data set consisting of sensitive numerical attributes are multiplied by a matrix for transformation. This matrix can be a random rotation matrix or a random projection matrix. While the rotation matrix preserves the distance exactly after transforming the data, the projection matrix maintains approximately. Therefore, the random rotation matrix is more preferred. A rotation matrix is a matrix used to rotate points or points on an N-dimensional coordinate system by a specified angle on a specified axis (Formula 1). The rotation matrix is special and must be generated according to some rules [26]. Figure 1 shows the result of rotating the age and salary sensitive attributes of the sample data set clockwise to \( \alpha = 13.7 \) degrees.

3.1.2 Translational transformation

Data translation is the perturbation of sensitive data on the D data set with the additive noise method. While the translation process, a constant value is added to the whole value of an attribute. The translation matrix must be the same positive or negative values for each same attribute in the data set. In Figure 2, the result of the \((-3,250)\) values added to the sensitive attributes of the sample data set’s age and salary are monitored.
3.1.3 Noise addition
As a result of the investigated studies, similar rotation and translation methods have been used in the geometric data perturbation. Random noise has been added as a noise model in some studies. However, in most studies, Gaussian noise, which gives more effective results, was used because it uses the data, namely the standard deviation and the average of the data. Gauss generates a random noise value each time, depending on the data.

Based on this, we focused on the concept of randomness. Randomness is a concept that is needed for many fields such as statistics, game theory, simulation, numerical analysis, entertainment. Primarily cryptological applications mostly operate with randomly generated numbers. Session keys, signature keys and parameters, authentication protocols, temporary keys, zero-knowledge proof, initial vectors for block ciphers, and blinding and masking are protection measures against side-channel attacks are just some of the cryptological applications that require random numbers [45–46].

3.2 Random Number Generators and Linear Congruential Generator

To generate random numbers, generally a random number generator is used. Random number generators are divided into two categories according to the mechanism they use.

- **Hardware Random Number Generator** (Real Random Number Generator, HRNG): It is a method of generating random numbers without using a computer program by using the physical properties of the computer such as thermal noise, the photoelectric effect. Numbers produced by this method are entirely random; that is, they are unstable and cannot be predicted because they are not produced according to a rule.

- **Pseudo-Random Number Generator** (Pseudo-random number generator, PRNG): It generates random numbers starting from an initial
condition with an algorithm. It is such that no relationship can be established between the numbers produced. However, the numbers produced in this way are not entirely random as they are formed according to a specific rule and are therefore known as pseudo-random numbers. Despite its ease, speed, and inexpensive features, it is a widely used method. The most widely used model is Linear Congruential Generators. Linear Congruence Generators work like the system also called clock arithmetic.

\[ X_{i+1} = aX_i + c \pmod{m} \]  

(2)

\( m \) is modulus where \( m > 0 \), \( a \) is the multiplier where \( 0 = a < m \), \( c \) is the increment where \( 0 = c < m \) and initial value of sequence as seed \( 0 = X_0 < m \) where \( X_0 \in \{1, 2 \ldots m - 1\} \). After Formula (2) is applied for the specified number of iteration, the random number value is obtained.

While Linear Congruential Generators process, the result changes with different values of the parameters \( a \), \( c \), and \( m \). As a result of the studies, it has been seen Gaussian noise successful because of using data for creating noise. Accordingly, the data were chosen for the initial value, the maximum value of the data as the “\( m \)” parameter, the standard deviation as the “\( a \)” parameter, and the average of the data as the “\( c \)” parameter. Thus, a data-based suitable noise model was generated, and predictability was minimized.

Modelling and flowchart of the proposed random number generators-based noise generation method are shown in Figures 3 and 4. The pseudo-code of this model is given in Algorithm 1. In addition, the whole model applied is shown in Figure 5.

![Figure 3 Linear congruential noise model.](image-url)
Algorithm 1 RSUGP noise

**Input:** Original dataset $D$, numerical sensitive attributes $SA(SA_1, SA_2, SA_3 \ldots SA_N)$

**Output:** RSU noise matrix $N$

**Initial assignments:** iteration

1: $d = |D|$ (number of data)
2: $s = |SA|$ (number of sensitive attribute)
3: for $i = 1$ to $s$ do
4:   $attStd_i = $ standart deviation of the sensitive attribute
5:   $attMean_i = $ average value of the sensitive attribute
6:   $attMax_i = $ maximum value of the sensitive attribute
7:   for $j = 1$ to $d$ do
8:     $N_i = D_i$
9:     for $k = 1$ to iteration do
10:        $N_{ij} = \text{mod}(attStd_i \cdot N_{ij} + attMean_i, attMax_i)$
11:     end for
12:     $D_i = N_i$
13:   end for
14: end for
15: generated noise matrix for output
16: $N = D$
4 Performance Evaluation

In this chapter, the proposed algorithm has been measured with some performance metrics. These metrics are set classification accuracy, attack resistance, and runtime. Friedman’s test was applied to evaluate the compared methods. The recommended method was implemented using Hadoop HDFS and Spark, installed in the virtual machine on a personal computer with 16GB RAM, Intel Core i5-1035G1 processor, and Windows 10 operating system, and Zeppelin was used as the editor. Weka 3.8 was used for classification methods, MATLAB R2018a for attack resistance, and SPSS for statistical evaluation of the results.
Table 1  Detailed description of used datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of Records</th>
<th>Number of Attributes</th>
<th>Number of Classes</th>
<th>Used Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris¹</td>
<td>150</td>
<td>4</td>
<td>3</td>
<td>SepalLengthCm, SepalWidthCm, PetalLengthCm, PetalWidthCm</td>
</tr>
<tr>
<td>Heart StatLog²</td>
<td>270</td>
<td>14</td>
<td>2</td>
<td>resting_blood_pressure, serum_cholesterol</td>
</tr>
<tr>
<td>Wine Quality-White³</td>
<td>4898</td>
<td>12</td>
<td>7</td>
<td>volatile_acidity, citric_acid, residual_sugar,chlorides</td>
</tr>
<tr>
<td>Fried⁴</td>
<td>40768</td>
<td>11</td>
<td>2</td>
<td>x1, x2, x3, x4, x5, x6, x7, x8, x9, x10</td>
</tr>
<tr>
<td>Bank⁵ Management</td>
<td>45212</td>
<td>17</td>
<td>2</td>
<td>age, balance</td>
</tr>
<tr>
<td>Electricity⁶</td>
<td>45313</td>
<td>9</td>
<td>2</td>
<td>nswprice, nswdemand</td>
</tr>
</tbody>
</table>

¹https://archive.ics.uci.edu/ml/datasets/iris
²https://archive.ics.uci.edu/ml/datasets/statlog+(heart)
³https://archive.ics.uci.edu/ml/datasets/wine+quality
⁴https://www.openml.org/d/901
⁵https://archive.ics.uci.edu/ml/datasets/BankMarketing
⁶https://www.openml.org/d/151

4.1 Dataset Description

Performance results of the proposed model have been applied on six different data sets. These data sets were determined from the data sets of different sizes, widely used in data de-identification studies. Numerical sensitive attributes were determined while anonymizing the data sets. Detailed dataset description with used attributes is given in Table 1.

4.2 Classification Accuracy

Classification accuracy refers to the percentage of data sets that have been placed in the correct classes after classification. TP is the number of positive groups labelled positive, TN is the number of negative groups labelled as negative, T is all positives, and N is all negatives then:

\[ \text{Classification Accuracy} = \frac{(TP + TN)}{(P + N)} \]  

Classification accuracy of the proposed model is investigated using four different classifiers which are Naïve Bayes, J48, Decision Table and OneR.
2-fold, 5-fold, 10-fold cross validation are performed for all classifiers. For k-fold cross validation technique, the results of the proposed model with six different sized data sets are demonstrated in Table 2.

Classification accuracy of the model was compared with three different results: the original classification accuracy, the accuracy created by generating random noise, and the accuracy created using the Gaussian noise model. When the results in Table 2 are examined, a rise in k value causes small increase in accuracy generally. And on data sets which have numeric values only, all methods have smaller accuracy rate than other databases.

Closest result to the original accuracy rate is RSUGP almost every row. The comparisons were made using a nonparametric statistical comparison test: Friedman’s rank test, which is analogous to a standard one-way repeated-measures analysis of variance [47]. Friedman’s rank test further supports this argument by returning the highest mean rank for RSUGP’s classification accuracy results on Table 2’s last row. It can be also seen that a rise in k increase FMR value just as accuracy rate.

As seen from the table, the proposed algorithm shows better or equal performance in all cases of Naive Bayes and J48 classification algorithms compared to the existing algorithms. In Decision Table classifier results of compared methods nearly same mostly. In OneR classifier, although RSUGP is the closest method, the difference between the RSUGP and the original result is much more. The J48 and Naive Bayes classifier is better than two classifiers in terms classification accuracy for all algorithms.

4.3 Friedman’s Mean Rank

Classification accuracy results were evaluated with non-parametric statistical testing methods, Friedman’s test [47]. According to Friedman’s test, repeated tests with different conditions are evaluated according to each other, and a value is produced.

\[
F = \left[ \frac{12}{Nk(k+1)} + \sum_{i=1}^{k} R_i^2 \right] - 3N(k+1)
\]

(4)

The higher value indicates that the method shows a distinct difference compared to other methods. The last row in Table 2 shows the FMR value of the compared methods. The test statistics of the experiment had a \( \chi^2 \) value of 24, a degree of freedom of 2 and a p-value of 34,889. According to the following rank values, it is seen that the proposed method has a significant difference from other methods and gives better results.
<table>
<thead>
<tr>
<th>Data Sets</th>
<th>2-Fold Cross Validation</th>
<th>5-Fold Cross Validation</th>
<th>10-Fold Cross Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NB</td>
<td>J48</td>
<td>DT</td>
</tr>
<tr>
<td>Iris Original</td>
<td>96.6</td>
<td>93.3</td>
<td>94.0</td>
</tr>
<tr>
<td>Random Noise</td>
<td>92.0</td>
<td>84.4</td>
<td>84.4</td>
</tr>
<tr>
<td>Gauss Noise</td>
<td>88.6</td>
<td>87.5</td>
<td>83.3</td>
</tr>
<tr>
<td>RSUGP</td>
<td>95.5</td>
<td>90.2</td>
<td>87.3</td>
</tr>
<tr>
<td>Heart (statlog) Original</td>
<td>82.2</td>
<td>80.0</td>
<td>74.0</td>
</tr>
<tr>
<td>Random Noise</td>
<td>81.8</td>
<td>80.3</td>
<td>73.8</td>
</tr>
<tr>
<td>Gauss Noise</td>
<td>76.5</td>
<td>71.2</td>
<td>70.8</td>
</tr>
<tr>
<td>RSUGP</td>
<td>82.9</td>
<td>79.6</td>
<td>74.0</td>
</tr>
<tr>
<td>Wine Quality Original</td>
<td>53.6</td>
<td>44.8</td>
<td>48.7</td>
</tr>
<tr>
<td>Random Noise</td>
<td>50.6</td>
<td>44.8</td>
<td>48.7</td>
</tr>
<tr>
<td>Gauss Noise</td>
<td>50.4</td>
<td>44.8</td>
<td>48.7</td>
</tr>
<tr>
<td>RSUGP</td>
<td>55.8</td>
<td>44.8</td>
<td>48.7</td>
</tr>
<tr>
<td>Fried Original</td>
<td>86.4</td>
<td>88.3</td>
<td>83.0</td>
</tr>
<tr>
<td>Random Noise</td>
<td>71.9</td>
<td>69.9</td>
<td>69.2</td>
</tr>
<tr>
<td>Gauss Noise</td>
<td>70.6</td>
<td>68.7</td>
<td>69.2</td>
</tr>
<tr>
<td>RSUGP</td>
<td>79.7</td>
<td>76.4</td>
<td>73.7</td>
</tr>
<tr>
<td>Bank Management Original</td>
<td>87.8</td>
<td>90.1</td>
<td>90.0</td>
</tr>
<tr>
<td>Random Noise</td>
<td>87.4</td>
<td>90.0</td>
<td>90.0</td>
</tr>
<tr>
<td>Gauss Noise</td>
<td>85.5</td>
<td>88.9</td>
<td>89.1</td>
</tr>
<tr>
<td>RSUGP</td>
<td>87.8</td>
<td>90.1</td>
<td>90.0</td>
</tr>
<tr>
<td>Electricity Original</td>
<td>72.9</td>
<td>87.8</td>
<td>78.9</td>
</tr>
<tr>
<td>Random Noise</td>
<td>70.6</td>
<td>81.2</td>
<td>77.5</td>
</tr>
<tr>
<td>Gauss Noise</td>
<td>60.6</td>
<td>79.3</td>
<td>72.1</td>
</tr>
<tr>
<td>RSUGP</td>
<td>72.7</td>
<td>78.7</td>
<td>78.8</td>
</tr>
<tr>
<td>FMR Values</td>
<td>Random Noise</td>
<td>1.94</td>
<td>1.92</td>
</tr>
<tr>
<td>Gauss Noise</td>
<td>1.25</td>
<td>1.19</td>
<td>1.21</td>
</tr>
<tr>
<td>RSUGP</td>
<td>2.81</td>
<td>2.90</td>
<td>2.90</td>
</tr>
</tbody>
</table>
4.4 Attack Resistance

When the literature is reviewed, there are various attack methods to extract the original data from the data used against the matrix multiplication-based de-identification methods [48]. The most used are ICA (Independent Component Analysis), I/O attacks, and NI (Naive Interference). The measured value is considered the standard deviation of the difference between the original data and the perturbed data, the amount of change in the data. The results of the tests performed using these methods are shared in Table 3.

When Table 3 is examined, it indicates that the higher value is more resistant to attacks. At the end of the table, the comparison of the methods is again given the FMR values. When these values are examined, it is observed that the proposed method is more resistant to attacks.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Algorithms</th>
<th>ICA avg</th>
<th>ICA min</th>
<th>IO avg</th>
<th>IO min</th>
<th>NI avg</th>
<th>NI min</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>Random Noise</td>
<td>0.83</td>
<td>0.71</td>
<td>0.34</td>
<td>0.08</td>
<td>1.97</td>
<td>1.95</td>
</tr>
<tr>
<td></td>
<td>Gaussian Noise</td>
<td>0.78</td>
<td>0.77</td>
<td>0.58</td>
<td>0.5</td>
<td>1.92</td>
<td>1.84</td>
</tr>
<tr>
<td></td>
<td>RSUGP</td>
<td>0.85</td>
<td>0.78</td>
<td>0.48</td>
<td>0.19</td>
<td>1.98</td>
<td>1.96</td>
</tr>
<tr>
<td>Heart</td>
<td>Random Noise</td>
<td>0.82</td>
<td>0.73</td>
<td>0.06</td>
<td>0.02</td>
<td>1.89</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>Gaussian Noise</td>
<td>0.75</td>
<td>0.73</td>
<td>0.67</td>
<td>0.55</td>
<td>1.93</td>
<td>1.92</td>
</tr>
<tr>
<td></td>
<td>RSUGP</td>
<td>0.77</td>
<td>0.73</td>
<td>0.65</td>
<td>0.56</td>
<td>1.98</td>
<td>1.96</td>
</tr>
<tr>
<td>Wine Quality-White</td>
<td>Random Noise</td>
<td>0.72</td>
<td>0.67</td>
<td>0.02</td>
<td>0.46</td>
<td>1.8</td>
<td>1.77</td>
</tr>
<tr>
<td></td>
<td>Gaussian Noise</td>
<td>0.72</td>
<td>0.72</td>
<td>0.5</td>
<td>0.2</td>
<td>1.89</td>
<td>1.85</td>
</tr>
<tr>
<td></td>
<td>RSUGP</td>
<td>0.75</td>
<td>0.69</td>
<td>0.5</td>
<td>0.03</td>
<td>1.89</td>
<td>1.79</td>
</tr>
<tr>
<td>Fried</td>
<td>Random Noise</td>
<td>0.71</td>
<td>0.7</td>
<td>0.57</td>
<td>0.39</td>
<td>1.63</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td>Gaussian Noise</td>
<td>0.71</td>
<td>0.66</td>
<td>0.53</td>
<td>0.32</td>
<td>1.64</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>RSUGP</td>
<td>0.74</td>
<td>0.69</td>
<td>0.45</td>
<td>0.4</td>
<td>1.61</td>
<td>1.47</td>
</tr>
<tr>
<td>Bank Management</td>
<td>Random Noise</td>
<td>0.99</td>
<td>0.99</td>
<td>0.01</td>
<td>0.01</td>
<td>1.95</td>
<td>1.95</td>
</tr>
<tr>
<td></td>
<td>Gaussian Noise</td>
<td>0.82</td>
<td>0.7</td>
<td>0.53</td>
<td>0.35</td>
<td>1.98</td>
<td>1.97</td>
</tr>
<tr>
<td></td>
<td>RSUGP</td>
<td>0.85</td>
<td>0.71</td>
<td>0.45</td>
<td>0.33</td>
<td>1.99</td>
<td>1.99</td>
</tr>
<tr>
<td>Electricity</td>
<td>Random Noise</td>
<td>0.8</td>
<td>0.51</td>
<td>0.57</td>
<td>0.51</td>
<td>1.93</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>Gaussian Noise</td>
<td>0.84</td>
<td>0.77</td>
<td>1.51</td>
<td>0.4</td>
<td>1.91</td>
<td>1.89</td>
</tr>
<tr>
<td></td>
<td>RSUGP</td>
<td>1.08</td>
<td>0.85</td>
<td>1.46</td>
<td>1.4</td>
<td>1.99</td>
<td>1.95</td>
</tr>
</tbody>
</table>

FMR Values  
Random Noise: 1.64  
Gaussian Noise: 1.97  
RSUGP: 2.39
4.5 Time

In this study, three different methods were run on six different size data sets. In comparison, the size of the data set and the selected number of sensitive attributes increases, the execution time of the methods increases accordingly.

Gaussian noise is defined as the statistical behaviour of random variables defined by the probability density function [49]. When the graph is examined, it is seen that the Gauss model, which produces noise according to the whole data, works longer than the others. The proposed model RSUGP, which produces noise based on random number generators, generates noise using only the selected sensitive attributes and iteration value to generate noise. In this way, it generates noise from the data and works in a much shorter time since it does not deal with the entire data. The average execution times of these methods, compared to each other, are shown on the graph in Figure 6.

5 Conclusion

In this study, we proposed a new geometric data perturbation method based on random number generators. For the performance evaluation of the proposed method, six different-sized data sets were used, and these data sets were compared with two different methods. The obtained values were compared with classification accuracy, attack resistance, and execution time, and for this comparison, the non-parametric statistical test method Friedman’s test was used.
Our proposed method RSUGP with random number generators, gives better results classification accuracy and other criteria and is a suitable method for privacy protection for sensitive numerical data when the results are examined. Our future works will expand the dataset’s volume and will use distributed data model to process big data.
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