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Abstract

COVID-19 is an extremely contagious virus that has rapidly spread around
the world. This disease has infected people of all ages in India, from children
to the elderly. Vaccination, on the other hand, is the only way to preserve
human lives. In the midst of a pandemic, it’s critical to know what people
think of COVID-19 immunizations. The primary goal of this article is to
examine corona vaccination tweets from India’s Twitter social media. This
study introduces CompCapNets, a unique deep learning approach for Twit-
ter sentiment classification. The results suggest that the proposed method
outperforms other strategies when compared to existing traditional methods.
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1 Introduction

Sentiment classification is an important problem in text analysis, which
aims to identify important texts from huge amounts of text data. Social
media consists of a variety of information in the form of text as a clue
to understanding people’s opinions. Twitter is one of the popular social
media that acts as a mediator between people and the public by sharing
individuals’ opinions with the public. It is immensely difficult to understand
and analyse textual information. As COVID’19 is increasing, most people
get affected by this disease during this lockdown period. Hence, it is very
essential to understand people’s sentiment about COVID’19 vaccine. This
paper focuses on COVID’19 vaccine related tweets to perform analysis. It
helps to comprehend people’s sentiments about COVAXIN, COVISHIELD
dose 1 and dose 2. Sentimental analysis is used to determine the polarity rate
of each text and categories them as positive or negative. However, as text
data in social media is complex, consisting of disparate text that is generally
very difficult to analyze, it must be cautiously classified without losing the
contextual information.

In the last few decades, sentiment classification has depended on machine
learning techniques. During the conversion of the Urdu language to English
(Castro, 2017), hybrid machine learning techniques for text classification are
utilized. In this sense, machine learning techniques are working better for
text classification. (Harleen, 2021) uses hybrid machine learning to classify
Twitter sentiment scores. This paper also discusses certain machine learning
techniques for Twitter sentiment classification with an increasing amount of
data. There is an improvement in research from machine learning to deep
learning methods.

Recent work focuses on the deep learning based approaches like Con-
volution Neural Network (CNN) and Recurrent Neural Network (RNN). A
hybrid of RNN and CNN (Cheng et al., 2016) is used in research based on
word-embedding along with a max polling layer. CNN is mainly applied
for image classification, and it works better for huge images. But in recent
times, CNN has ascertained better text classification, showing good results
with the word-vector model (Kim, 2014). Though CNN’s performance in text
classification is promising, Capsule Network (CapsNets) (Hinton, 2011) has
recently outperformed CNN. The main drawback of CNN is that it losses the
spatial information in text while performing pooling. In fact, CapsNets work
better at accomplishing this information without losing the originality of the
text. It consists of capsules arranged in nested layers, which help to capture
text with spatial relations for better text analysis.
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This paper discusses an extension of the work in (Diviya, 2020),
COVID’19 vaccine related tweets which are collected from the Twitter API.
Here, Competitve CapsNets (CompCapsNets) are proposed to choose the
most appropriate text to perform multi-class sentiment analysis. In some
cases, identifying optimal information might not lead to successive results.
So, it is crucial to understand the text and find appropriate texts among
the huge text vectors. This helps to increase classification performance. The
detailed explanation of the proposed work is discussed in Section 5. Also,
a comparison of the existing and proposed approaches is shown in result
Section 6. The results show that the proposed CompCapsNets outperforms
other deep learning and machine learning techniques.

2 Literature Study

Over the years, sentiment classification is performed using machine learning
algorithms (McCallum, Nigam, et al., 1998), which take input text with
n-gram approaches. However, these methods require huge amounts of linguis-
tic resources. Classification of movie reviews using Navie Bayes and Support
Vector Machine (SVM) delivers moderate results (Pang et al., 2002). Other
methods used for text classification are dependent on rule-based classifiers
(Silva, 2011). Document classification is performed using machine learning
by selecting important features (Janani, 2020). Here, documents are classified
based on their content. A huge amount of analysis is required. (Hermann
et al., 2013) represent text in vector format depending on certain operators
which are available in the autoencoder. However, even when machine learn-
ing techniques produce better results, they fail to consider the huge number
of linguistic resources and the need to understand prior knowledge about the
dataset.

To overcome these limitations, deep learning methods like the CNN
network for text classification (Kim, 2014) are applied. (Agarwal et al., 2020)
proposed deep-learning based approach for sentimental analysis. (Samya and
Rathipriya, 2016) uses deep learning models for prediction. (Cach et al.,
2021) compared the hybrid models and a single model in both machine
learning and deep learning techniques. The author uses Word2vec embedding
to convert words to vectors using a text dataset. Moreover, the output perfor-
mance is better considering the text embedding concept. (Kalchbrenner et al.,
2014) uses special approaches from CNN to handle text of different lengths.
(Cai et al., 2015) uses CNN to handle text and images and shows promising
results. Another way of handling CNN is given by (Zhang et al., 2015)
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which takes input as character and performs analysis on text classification.
Text data is treated as a sequence using CNN and long short term memory
networks (LSTMs) are discussed in (Conneau et al., 2017). However, these
models do not deal with spatial information between texts. For example, if
texts are shuffled in a sentence, the classification accuracy reduces. So, they
literally fail in patterns, which loses the originality of the meaning of the text.
The main objective of CapsNets is to work on the concept of spatial pattern
between texts. So, CapsNets is used for text classification to solve various
problems (Zhao, 2018).

The main motivation for this paper is to design better CapsNets called
ComCapsNets to identify the most appropriate text in tweets. Using CapNets,
it will be challenging to exactly identify the spatial information in text,
whereas ComCapsNets will easily identify the text by choosing the most
appropriate text for the target class. CapNets have already proven to be
superior for text analysis when compared to the benchmark dataset (Diviya,
2020), and this paper builds on that success by selecting the most relevant
words using the CompCapsNet approach in tweets.

3 Data Collection

Data is collected from the Twitter streaming API (Trupthi and Pabboju,
2017). Tweets related to the COVID’19 vaccine are collected. For exam-
ple, COVAXIN, COVISHIELD, first dose, second dose, etc., related tweets
are extracted to understand people’s opinions on vaccines. COVAXIN and
COVISHIELD are two types of vaccines that are developed in India and help
in the fight against COVID’19. Each vaccine contains two doses with each
dose a certain number of days apart. To understand people’s opinions, these
vaccines related tweets are collected. Nearly 61,557 tweets about vaccination
are collected through Twitter API using python. Collected unstructured data
is converted into structured data in a ‘.csv’ format.

Figure 1 represents the screenshot of the Twitter API created with the
name “Health Related Records App”. These generated keys and access tokens
help to collect vaccine tweets from Twitter using a unique id. The data
is preprocessed to remove noise, unnecessary keywords, special characters,
etc. The input represents the tweet text of the form T1, T2,. . . Tn for each
Ti represents a different text in a tweet. In two-dimensional representation
by vectors in the form of T*N, where N represents the number of text in
tweets.
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Figure 1 Twitter API to collect tweets.

Table 1 Tweets collection
Tweets Size
COVAXIN 16,465
COVISHIELD 14,234
COVAXIN-1 Dose 9,220
COVAXIN-2 Dose 7,010
COVISHIELD-1 Dose 9,011
COVISHIELD-2 Dose 5,617

 

 

 

   Input Vector                                                                          CompCapsNet             Output Layer 

                                         Features 

                                                           Primary Capsule 

Figure 2 Architecture of CompCapsNets.

4 Proposed Approach

The proposed approach to ComCapNets is represented in Figure 2. Here, the
main difference between CapsNets and ComCapsNets is that in CapsNets
the capsule layer considers all rich structures of information to reach the
classification task, which is quite difficult in handling huge amounts of data,
whereas in ComCapsNets the information competes with one another to
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Figure 3 CompCapsNets example.

choose the most appropriate and useful few patterns in text to reach the target
very easily.

Each individual tweet is taken into consideration. Vector representations
of the input tweets are generated as input vectors. Tweets are pre-processed
using a variety of methods (Diviya and Rathipriya, 2020). Every row in this
work represents a single word for the purpose of extracting features. This
basic capsule layer is made up of a combination of features that are repre-
sented as capsules. Multiple capsules agree to vote on a set of features in order
to become a capsule. CompCapsNet aims to extract the most appropriate
capsule from a range of capsules. The final capsule is identified in the output
layer.

Figure 3 represents the collection of tweets related to the COVID-19 vac-
cine. Only one tweet is picked from all of them. These tweets, for example,
are routed to the principal capsule based on the complex structural patterns
that exist between low and high level text. The most relevant text for catego-
rization is selected from among them. In this case, tweet classifications are
multi-class labels (Diviya, 2020), with five labels: strong positive, positive,
strong negative, negative, and neutral tweets.

The polarity score for tweets is discussed in Table 2. Text is examined
using textblob, which is a basic processing method for determining the
polarity rate of each tweet. Then, depending on the polarity score, each tweet
is assigned a sentiment class. The tweets are given as input to proposed work
to obtain the sentiment.

Proposed Algorithm

Step 1: Consider tweets as TW1,TW2,. . . . TWn, which are then preprocessed
into tokens t1, t2. . . tn.
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Table 2 Sentiment score for tweets analysis
Polarity Score Sentiment Class
Greater than 0 and less than 0.5 Positive
Greater than 0.5 Strong Positive
Equal to 0 Neutral
Less than 0 to −0.5 Negative
Less than −0.5 Strong Negative

Step 2: Convert each token into a capsule layer which converts to a scalar
S1,S2,. . . SN.

Step 3: Primary Capsule layer it collects the single capsules which are multi-
plied with the matrix to produce a vector c called the coupling coefficient

V =
∑
i

cijŜN (1)

Step 4: Convert the vector to a certain interval [0,1] using the squashing
function

Sj =
‖V̂ij‖

2

1 + ‖V̂ij‖
2

V̂ij

‖Vij‖
(2)

This function helps to convert the values between 0 and 1 to produce the
capsule.

Step 5: Using the max function, add weight to each vector to select the most
appropriate words, wij represents adding weight to vector; Comp variable
words compete to choose the most appropriate word for classification

Wij = wij(Sj) (3)

Comp = Max(Wij) (4)

Step 6: Training and testing are validated to check the accuracy.

Equation (1) represents the vector representation of text to extract features
as tokens in vector format. The output of the primary capsule layer is V.
Equation (2) describes the squash function to manipulate the vectors as 0 and
1. Equation (3) describes the weight added to the output squash function.
Based on weight, the most appropriate token is identified and denoted in
Equation (4). Results are validated based on their accuracy.
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5 Experimental Analysis

This section discusses the validation of results using machine learning and
deep learning techniques. The experiments were performed using Keras with
a Tensorflow backend using Python. The collected data is evaluated through
the proposed algorithm for sentiment analysis.

Table 3 describes the results of COVAXIN sentiment classification.
The accuracy metrics, precision, recall, and F1 Score are calculated for
different classifiers such as Random Forest (RF), Logistic Regression (LR),
Support Vector Classifier (SVC), and K-Neighbor Classifier (KN). The values

Table 3 COVAXIN dataset sentiment classification using machine learning techniques
Classifier Class Precision Recall F1-Score
RF 0 0.94 0.99 0.96

1 0.97 0.84 0.90
2 1.00 0.86 0.93
3 0.00 0 0
4 1.00 0.14 0.25

MA 0.78 0.57 0.61
WA 0.94 0.94 0.94

LR 0 0.93 0.98 0.96
1 0.94 0.83 0.88
2 1.00 0.79 0.88
3 0.00 0.00 0.00
4 0.00 0.00 0.00

MA 0.57 0.52 0.54
WA 0.93 0.93 0.93

KN 0 0.86 1.00 0.92
1 0.99 0.58 0.73
2 1.00 0.79 0.88
3 0.00 0.00 0.00
4 0.00 0.00 0.00

MA 0.57 0.47 0.51
WA 0.89 0.88 0.87

SVC 0 0.94 0.99 0.96
1 0.95 0.86 0.91
2 1.00 0.86 0.93
3 0.00 0.00 0.00
4 0.00 0.00 0.00

MA 0.58 0.54 0.56
WA 0.94 0.94 0.94
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range from 0 to 4, which specifies the class label of 5 different classes.
Likewise, WA represents the weighted average of each classifier, and MA
denotes the macro average. In Table 3, RF achieves high WA and MA values
in precision, recall and F1-score. Meanwhile, SVC also receives a high value
equal to that of RF. So, it is concluded that for COVAXINE sentiment
classification RF acquires high classification accuracy metrics compared to
other machine learning classifiers.

In Table 4, for the COVISHILED dataset, the SVC classifier accomplishes
higher MA and WA than other classifiers. A minimum value is attained by the
KN classifier with 89% for precision, 88% for recall and 87% for f1 score.

Table 4 COVISHILED dataset sentiment classification using machine learning techniques
Classifier Class Precision Recall F1-Score
RF 0 0.93 1.00 0.96

1 0.99 0.84 0.91
2 1.00 0.76 0.86
3 0.00 0.00 0.00
4 0.00 0.00 0.00

MA 0.58 0.52 0.55
WA 0.94 0.94 0.94

LR 0 0.91 0.99 0.95
1 0.96 0.79 0.87
2 1.00 0.72 0.84
3 0.00 0.00 0.00
4 0.00 0.00 0.00

MA 0.58 0.50 0.53
WA 0.93 0.93 0.92

KN 0 0.85 1.00 0.92
1 1.00 0.59 0.74
2 1.00 0.72 0.84
3 0.00 0.00 0.00
4 0.00 0.00 0.00

MA 0.57 0.46 0.50
WA 0.89 0.88 0.87

SVC 0 0.94 0.99 0.97
1 0.96 0.87 0.91
2 1.00 0.78 0.88
3 0.00 0.00 0.00
4 0.00 0.00 0.00

MA 0.60 0.53 0.55
WA 0.95 0.95 0.94
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Table 5 COVAXIN Dose 1 dataset sentiment classification using machine learning tech-
niques

Classifier Class Precision Recall F1-Score

RF 0 0.91 0.98 0.95

1 0.98 0.95 0.96

2 1.00 0.86 0.92

3 0.00 0.00 0.00

4 0.00 0.00 0.00

MA 0.58 0.56 0.57
WA 0.95 0.95 0.95

LR 0 0.93 0.92 0.92

1 0.93 0.96 0.95

2 1.00 0.43 0.60

3 0.00 0.00 0.00

4 0.00 0.00 0.00

MA 0.57 0.46 0.49

WA 0.92 0.93 0.92

KN 0 0.86 0.91 0.88

1 0.92 0.90 0.91

2 1.00 0.43 0.60

3 0.00 0.00 0.00

4 0.00 0.00 0.00

MA 0.56 0.45 0.48

WA 0.89 0.89 0.89

SVC 0 0.92 0.95 0.94

1 0.96 0.95 0.95

2 1.00 0.71 0.83

3 0.00 0.00 0.00

4 0.00 0.00 0.00

MA 0.57 0.52 0.54

WA 0.94 0.94 0.94

In Table 5, the RF classifier acquires high accuracy metrics values in WA
and MA. This classifier is best for the COVAXINE twitter dataset. It has an
accuracy of 95%. A minimum value of 89% is obtained by the KN classifier.

From Table 6, it is understood that the RF and SVC classifiers receive high
precision metrics with a 98% percentage. However, the recall and F1-Score
metrics of the SVC classifier are 95% and 94%, respectively. Minimum
accuracy metrics are received by the LR classifier.
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Table 6 COVAXIN Dose 2 dataset sentiment classification using machine learning tech-
niques

Classifier Class Precision Recall F1-Score

RF 0 0.92 0.99 0.96
1 0.98 0.87 0.92
2 1.00 0.68 0.81
3 1.00 0.94 0.97
4 1.00 1.00 1.00

MA 0.98 0.90 0.93
WA 0.95 0.94 0.94

LR 0 0.92 0.99 0.96
1 0.98 0.87 0.92
2 1.00 0.68 0.81
3 1.00 0.94 0.97
4 1.00 1.00 1.00

MA 0.98 0.90 0.93
WA 0.95 0.94 0.94

KN 0 0.87 0.95 0.91
1 0.89 0.76 0.82
2 0.93 0.56 0.70
3 1.00 0.94 0.97
4 1.00 0.83 0.91

MA 0.94 0.81 0.86
WA 0.88 0.88 0.88

SVC 0 0.93 0.98 0.96
1 0.96 0.90 0.93
2 1.00 0.64 0.78
3 1.00 0.94 0.97
4 1.00 0.83 0.91

MA 0.98 0.86 0.91
WA 0.95 0.95 0.94

In Table 7, the RF classifier acquires high MA and WA in precision,
recall and F1-Score. Likewise, minimum metrics are obtained by LR. The
COVISHILED dose 1 twitter dataset performs better.

In Table 8, the RF classifier receives high accuracy metrics for the COV-
ISHELD dose 2 dataset. A minimum number of accuracy metrics is achieved
by the LR classifier.

Figures 4 and 5 represent the accuracy percentages using different
machine learning techniques. From the results, it is concluded that the KN
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Table 7 COVISHILED Dose 1 dataset sentiment classification using machine learning
techniques

Classifier Class Precision Recall F1-Score
RF 0 0.93 1.00 0.96

1 0.98 0.88 0.92
2 1.00 0.68 0.81
3 1.00 0.96 0.98
4 1.00 1.00 1.00

MA 0.98 0.90 0.94
WA 0.95 0.95 0.95

LR 0 0.93 0.98 0.96
1 0.94 0.89 0.91
2 1.00 0.55 0.71
3 1.00 0.94 0.97
4 1.00 0.83 0.91

MA 0.97 0.84 0.89
WA 0.94 0.94 0.94

KN 0 0.85 0.99 0.91
1 0.96 0.71 0.81
2 1.00 0.55 0.71
3 1.00 0.96 0.98
4 1.00 0.83 0.91

MA 0.96 0.81 0.86
WA 0.90 0.89 0.88

SVC 0 0.95 0.99 0.97
1 0.96 0.91 0.93
2 1.00 0.59 0.74
3 1.00 0.96 0.98
4 1.00 0.83 0.91

MA 0.95 0.95 0.95
WA 0.95 0.95 0.95

classifier does not perform well because it receives a minimum accuracy
of 6 datasets. The RF, LR, and SVC classifiers perform better for Twitter
classification data. The SVC classifier performs better in all aspects as it
reaches 95 percent for the COVISHELD Dose 1 dataset and the COVISHELD
Dose 2 dataset.

Table 9 describes different deep learning techniques for text classification.
The proposed CompCapsNet performs better when compared with other
state-of-the-art models. In most cases, the proposed model shows superior
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Table 8 COVISHILED Dose 2 dataset sentiment classification using machine learning
techniques

Classifier Class Precision Recall F1-Score
RF 0 0.94 1.00 0.97

1 0.98 0.84 0.91
2 1.00 0.76 0.86
3 0.00 0.00 0.00
4 0.00 0.00 0.00

MA 0.73 0.65 0.68
WA 0.95 0.95 0.94

LR 0 0.92 0.98 0.95
1 0.93 0.81 0.87
2 1.00 0.70 0.83
3 0.00 0.00 0.00
4 0.00 0.00 0.00

MA 0.71 0.62 0.66
WA 0.92 0.92 0.92

KN 0 0.88 0.99 0.93
1 0.97 0.69 0.80
2 1.00 0.70 0.83
3 0.00 0.00 0.00
4 0.00 0.00 0.00

MA 0.71 0.60 0.64
WA 0.90 0.90 0.90

SVC 0 0.94 0.99 0.96
1 0.96 0.86 0.91
2 1.00 0.78 0.88
3 0.00 0.00 0.00
4 0.00 0.00 0.00

MA 0.73 0.66 0.69
WA 0.94 0.95 0.94

performance to other deep learning models. Figures 6 to 8 represent the
sentiments about vaccine tweets in which COVAXIN tweets receive the
highest neutral sentiment. Meanwhile, COVAXIN Dose 1 tweets receive
positive sentiment, which indicates that it has a positive opinion among the
people who use it. However, COVAXIN Dose 2 and COVISHIELD received
the highest neutral sentiment, which means they need more awareness among
the public. COVISHIELD Dose 1 tweets an equal number of neutral and
positive sentiments. COVISHIELD Dose 1 tweets receive the highest neutral



1596 V. Diviya Prabha and R. Rathipriya

Figure 4 Accuracy percentage of COVAXINE Tweets using machine learning techniques.

Figure 5 Accuracy percentage of COVISHIELD tweets using machine learning technique.

sentiment. Though the proposed model attains good performance, a small
pitfall is choosing the most appropriate capsule. It is a tedious task, so
attention must be given to choosing the capsule.

Suggestions for Public health officials

• The public health sector should concentrate on raising awareness of the
benefits of the COVID’19 vaccine and reducing the fear of vaccination
among ordinary people.
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Table 9 Different deep learning techniques accuracy
COVAXIN COVAXINE COVISHIELD COVISHIELD

Techniques COVAXIN Dose 1 Dose 2 COVISHIELD Dose 1 Dose 2

CNN 0.95 0.94 0.93 0.94 0.93 0.93
LSTM 0.94 0.95 0.94 0.95 0.94 0.94
CNN Static 0.96 0.93 0.93 0.95 0.95 0.95
Bi LSTM 0.95 0.96 0.95 0.93 0.94 0.94
Emdd+Conv 0.95 0.95 0.95 0.96 0.95 0.95
CapsNets 0.96 0.97 0.96 0.97 0.96 0.96
Proposed Approach 0.98 0.99 0.98 0.99 0.97 0.98

Figure 6 Sentiment analysis of COVISHIELD and COVAXIN tweets.

Figure 7 Sentiment analysis of COVISHELD Dose1 and COVAXIN Dose 1 tweets.

• Further periodical research is needed for clinical evidence of the effi-
ciency and safety of COVID’19 vaccines, which are important messages
for improving the vaccination rate at the stipulated period to avoid
further waves of COVID-19 spread.
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Figure 8 Sentiment analysis of COVISHELD Dose 2 and COVAXIN Dose 2 tweets.

• After the spread of the delta variant in March 2021, people were willing
to take vaccines, and most of them got vaccinated. It creates a huge
demand for the vaccine in India after March 2021. Therefore, the
government should focus on increasing vaccine production and allow
foreign vaccines into India to reduce demand.

6 Conclusion

In this work, COVID’19 vaccination opinions are collected among Indian
tweets during this lockdown period. Overall, public sentiment is neutral
across all the datasets. These findings encourage the government and the
public to impose people more about the COVID’19 vaccination to overcome
this false opinion. Experimental results suggest that a novel CamCapsNet
achieves high classification accuracy for six twitter datasets. This work helps
to clarify the vaccination opinion among people and necessary steps must be
taken to overcome this neutral sentiment.
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