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Abstract

Sentiment Analysis (SA) is an active research area for the last ten years.
SA is the computational treatment of opinions, sentiments, and subjectivity
of text. Twitter is one of the most widely used micro-blog and considered
as an important source for computation of sentiment and of data analysis.
Therefore, companies all over the world analyze Twitter data using SA and
extract knowledge which has potential applications in diverse areas. Although
SA is the successful way of finding the people’s opinion, the bias in the tweets
affects the results of the SA and reflects inaccurate analysis that may mislead
users to take erroneous decisions. The biased tweets are shared by valid,
but biased human users as well as the social bots to propagate the biased
opinions on certain topics. To counter this, this research study proposes a
statistical model to identify such users and social bots who share the biased
content in the form of tweets in the Twitter social media. For experiment
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purpose, we use annotated twitter dataset and argue the results of SA with
and without the biased tweets and explored the effects of biased users at
micro-level and macro level. The empirical results show that the proposed
approach is effective and properly identifies the biased users and bots from
other authentic users using sentiment analysis.

Keywords: Social media, Twitter, sentiment analysis, bias, data mining,
opinion mining.

1 Introduction

Social media technology lets the users create and exchange their contents
with one another. According to Khan HU [1], around 65% of adult users
use social media sites to communicate and interact with others. These social
media sites allow the users to share different sort of media with the other
users. New content is constantly published on social media platform includ-
ing private messages, personal opinions, facts, etc. [2]. As social media has
changed our lives and the way we interact with others [3], analyzing social
media sites for data mining and knowledge extraction tasks has become a
trend for organizations as they carry out different tasks and gain knowledge
about social media users [4]. Among the other social media sites, Twitter
has become one of the most important social media sites as, in 2015, it had
more than 200 million monthly active users worldwide [5] while the current
statistics share that this count has reached to 336 million.1 A message sent
using Twitter is called “tweet”. The limit of a tweet was 140 characters until
November 2017 when twitter doubled the limit of tweets characters. Twitter
is used by individuals, companies, government officials, media networks, and
many other users. As a result, textual data of a person’s opinion related to
diverse topics is available on the Twitter.

Due to the importance of twitter, many companies, government agencies,
and organizations perform the analysis of tweets to generate the patterns and
gain more knowledge about Twitter users in a particular area of interest [4].
Among other data analysis tasks from twitter, Sentiment Analysis (SA) is
one of the mostly focused research area because Twitter data acts as a good
corpus for SA and opinion mining [6]. Many companies provide twitter
SA services to the users because many companies are seeking to mine the
knowledge from twitter for their gains [7]. Despite that many researchers

1https://www.statista.com/statistics/282087/number-of-monthly-active-twitter-users/.
Accessed May 2018.

https://www.statista.com/statistics/282087/number-of-monthly-active-twitter-users/
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focus on SA in different fields to mine the knowledge from tweets, we believe
the results of SA are somehow affected by the biased tweets from the users.
Although bias tweets are discussed by some researchers, there is no research
study solely focused on removing biased opinions from SA based research
studies. Tweets became biased either by the people or social bots who are
increasingly fluctuating on the social media platforms. To some extent, news
sharing on twitter is biased as users intends to share diverse behavior and
give their opinion on the shared news [8]. Moreover, the mentioning of other
users in a tweet and re-tweeting are two common patterns of bias towards
a particular topic [9]. LU H et al. [10], proposed a system for topic based
biased detection of textual data from tweets. The authors classified the Twitter
users based on their biased messages and compared them with the un-biased
or fair messages. Miwa K et al. [11] proposed a mechanism to identify the
behavioral biases of the investors on the dual moving average crossovers in
the domain of stock prediction. Although twitter users are common source of
bias in the tweets, social network are highly infiltrated by bots that can exploit
other users’ data and can affect millions of users [12]. While social media bots
spread content in the social media can change the context of any scenario
[13], many researcher shows that the impact of bots accounts on twitter is
considerable and the bots behave differently and can change the course of
an analysis [14]. Researchers have also worked in identification of twitter
bots that spread different kinds of propaganda on social media platform for
different purposes [15]. Other than bots and biased users, Twitter spam reach
far beyond the social media platform to impact the real world because the
number of spammers are increasingly at a very rapid rate on Twitter [16].
spam tweets usually contains deceptive information about different sort of
advertisements and effect as a huge amount of tweets as recent research
suggest that generally 6% of tweets consist of spam posts [17]. As a result,
due to biased users, spammers, and social bots, gathering research data that
is not biased is a challenging task for researchers because biased data, due
to biased users and dedicated bots, changes the whole course of analysis
on social media platforms [18]. As a result, this field has become more
interesting yet challenging for the researchers because there is no formal
study focused on identifying biased Twitter users.

If a user opinions are biased his/her tweets always yields positivity or
negativity in most of their sharing. Moreover, if a user’s or a bot’s sentiment
is always highly positive or negative above a certain a certain threshold that
represents that those users are biased. As a result, when tweets are analyzed
for sentiment analysis these biased users and their tweets effect the results of
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the overall analysis. Therefore, in order to remove such bias from normal or
fair opinion mining, we identify those biased users and compute the results
of the SA without their tweets.

In this paper, we investigate about the biased users and their effects on
twitter and how they can change the overall results of sentiment analysis. We
discuss regarding the higher valence of positive as well as negative sentiment
expressed by the twitter users and then compare the results with and without
the biased tweets. In order to identify biased users, we propose a statistical
model that measure the bias in user’s tweets and exclude the biased users from
the overall results of SA. We carry out comprehensive empirical analysis with
different bias thresholds and find the results of all the thresholds.

The remainder of this paper is organized as follows. Section 2 discusses
SA applications related to twitter. Section 3 explains the statistical approach
to measure the bias of the user’s tweets Section 4 discusses the findings of
the paper before concluding the paper.

2 Applications of Sentiment Analysis

In this section, we discuss different applications of twitter SA. Although
SA applications are very vast [19], our focus is on the SA applications that
have been proposed using twitter datasets. We also discuss the uses and
importance of these application areas and their effect on companies and other
stakeholders. Due to the importance of twitter SA, if we propose a method to
remove bias tweets from twitter, it can help in better assessment of SA. The
importance of these applications demonstrates that even a slight change in SA
results leads towards a wrong decision or analysis so excluding biased users
from such SA analysis makes sure that SA results can be more accurate.

2.1 Prediction about Future

Predicting future about different topics is one of the key applications of SA.
Researchers used the users’ opinion to analyze and predict the future about
different topics. A model is proposed that predict the future about different
topics through the help of twitter SA. The model use user’s opinions about
different topics to predict future about those topics [20]. Tweets can be used to
predict the citation of an article after the article is published [21]. Pestilences
can also be predicted by using tweets as researchers predicted Swine flu on
the basis of people discussions on the topic [22]. SA is also used by the
researchers to predict crime indications. The researchers used their model
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to predict the crimes in the big cities through the help of SA along with the
weather data [23].

2.2 Politics

Politics is one of the most important topic of research in the field of opin-
ion mining. Twitter is one of the social media platforms where politics
is regularly discussed among users. This way studying twitter data allow
to gain knowledge about people perception about political topics. Future
based political prediction about political alignment and election results have
also become a trend in modern day politics. Political alignment of the
twitter users is predicted by using a machine learning model [24] while
the relation between sentiments and future election was also discussed by
researchers [25]. Moreover, Researchers investigate the use of twitter during
the election period and their behavior towards influential users [24]. The
researchers help the politicians find the influential users through the help
of SA [26]. Regarding election prediction, initially, the researchers raises
the question whether the social media sentiments can predict the election
or not. Later, many researchers discussed how elections can be predicted
using twitter SA. According to them, the political sentiments demonstrate
the position of parties while the election are approaching and this research
method can be used to predict the elections [27]. As a result, if public
monitoring is used in election campaigns than elections can be predicted by
using twitter [28]. Researchers also explores the tweets data through SA about
the U.S election and calculate the results through different perspective and
analyzed public opinion about candidates [29]. Recent studies show Social
bots changed the people perception about candidates in the US presidential
election of 2016 [30].

2.3 Business

Many researchers focus the field of business in SA. They use SA to analyze
the customers’ reviews, market trends, public opinions, etc. to improve the
customer satisfaction, company sales, product features, etc. As a result, the
companies make timely and accurate decisions about their products and gain
market confidence. A case study was performed using text mining and SA of
Facebook data. The author extracts the value of the business by using social
media data and recommended different tasks to the companies to improve
their analysis study [31]. Mittal et al. [32], performed SA using machine
learning approach to correlate public sentiments with market sentiments and
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proposed a management policy on the basis of predicted results. Smartphones
were used as a product domain to discover the sentiment of people towards
the different features of product. The research helps smartphone companies
to make decision in the features in which users are highly interested [33].
Public tweets were used to identify and classify the sentiment about mobile
phones and other products [31, 35]. Customers’ sentiments were examined
about different companies to examine the people sentiment about those
companies [36, 37]. Researchers also investigate that mobile phone app
ratings on the app-store are not enough to give feedbacks to the users so they
proposed a framework for SA of the apps review so the developers can easily
understand the generalized feedbacks of the users about the app [38]. Using
the sentiments of words, a system was proposed to measure the consumer’s
satisfaction in mobile services, mobile service was given a rating based on
the SA of the users [39].

2.4 Stock Market

Analysis and prediction of stock market prices and its fluctuations is one of
the most challenging tasks in data mining due to the sparsity of the field.
Many researchers worked in this area to analyze the stock market through
different ways although twitter SA makes this task even more interesting.
SA can help in stock prediction through the help of topics from twitter data
as experiment shows this approach is feasible and perform effectively [40].
Rao T et al discusses the relation between tweets and financial market and
analyzed the stock market changes around the people discussion and their
sentiment about stock market [41]. Positivity and negativity in people mood
predicts the upcoming changes in the stock market. A model proposed in
this manner achieved around 87% correct predictions related the changes in
the stock market [42]. A company can change the stock pricing using the
positivity or negativity of people sentiment about their stocks [43]. Tweets
related to 30 companies were analyzed for SA to predict the stock pricing
of those companies. The result shows that the stock closing price can be
predicted as accurate as 77% for some companies [44]. Stock market behav-
ior was examined by performing SA of investors tweets. According to the
author, stock returns can be explained by the sentiments of investors [45].
Researchers investigate the impact of financial news on stock prices. They
conducted different experiments on many stock markets using past data [46].
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2.5 Movies

When people watch a movie, they discuss it on social media platforms.
If analyzed correctly, people reviews about movies can really make a change
in movies industry. Twitter data have been used to extract the people sen-
timent about movie reviews. User’s sentiment about Hollywood movies
were analyzed by researchers so customer’s preferences can be understood
by the concern authorities [47]. In another work, the researchers classify
the movies into 2 categories according to the people sentiment about that
movie [48]. Thet TT et al proposed a method to perform SA on movie
reviews. They identify the positive and negative aspects of the movies through
the help of SA [49]. Twitter SA was used to analyze the people opinion
about movies. The authors give sentiment about each movie in different
categories [49].

3 Problem Statement and the Proposed Statistical
Model

In order to identify the users who, share biased tweets as exposed after
sentiment analysis, a simple statistical model is proposed. The model aims
to find the users with biased tweets and calculate the result of sentiments
with and without their tweets in a given dataset.

3.1 Problem Formulation

In this section, some important preliminary parameters are defined along with
the major characteristics of the problem. The problem is stated in a formal
way and the major issues are identified.

Let us begin by introducing T = {t1, t2, t3, . . . , t|n|} is a set of tweets
and U = {u1, u2, u3, . . . , u|n|} as the set of all the users who have con-
tributed to the creation of items of T. Note that each tweet ti has exactly
one sentiment denoted by tsi so this way TS = {ts1, ts2, ts3, . . . , ts|n|} is a
set containing all tweets sentiment values. The value of the sentiment of
a tweet is either 0 (negative), 2 (neutral) or 4 (positive). In the dataset,
each user uj has one or more than one tweet ti. Based on this analysis,
we identify a subset T uj ⊂ T which contains tweets that belong to users
uj and TU ⊂ T that contains tweets related to all of the users. As each
tweet belongs to exactly one user, TU = T . In order to compute the overall
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sentiments of a particular user uj , we use Arithmetic Mean (AM). In order to
compute the sentiment results of a user uj the AM can be given as shown in
Equation (1).

AMTuj,s =
1

n

n∑
i=1

T uj,s =
tuj,s1 + tuj,s2 + · · ·+ tuj,sn

n
(1)

The arithmetic mean of a user’s tweets shows the overall result of his/her
sentiment and can be used as a baseline to find the biased opinion. A similar
approach may be applied to calculate the sentiment results of the whole data
set. Therefore, the sentiment results the whole dataset can be computed by
using the equation as shown in Equation (2).

AMTU,s =
1

n

n∑
i=1

T s =
ts1 + ts2 + · · ·+ tsn

n
(2)

The results of sentiment analysis computed by using Equation (2) are
affected by tweets from biased users, social bots and spammers. As a result,
the sentiment analysis is highly affected due to those tweets. In order to solve
the issue, a model is proposed that compute the bias in users’ opinion and
identify the biased users among the others in a Twitter dataset.

3.2 The Problem Model for Finding Biased Users

In order to detect the biased opinions in the users’ tweets, the minimum
threshold of bias is set to be 90%. This resembles that if 90% of a user’s
tweets have similar sentiments then the user is said to be a biased user. After
identifying all the biased users, the results of such users’ sentiments will be
removed from the overall average sentiment represented as AMu,s

T . In order
to find the biased users, a simple solution is proposed in this way: Let us
suppose M is the mode of Tuj , n is the frequency of the mode in Tuj , and N
is the number of elements in Tuj then biased n of a user’s tweets can be given
as shown in Equation (3):

BTuj =
n

N
(3)

If the value of Buj
T ≥ 0.9 then the user tweets are said to be biased. The

value 0.9 resembles that 90% of a user’s tweets have similar opinions. As a
result, the model creates a new subset ∆TU ⊂ T that contains the tweets
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of the all the users except those whose Buj
T ≥ 0.9. So the proposed model

identifies two sorts of bias, i.e., negative bias and positive bias. The equation
used to compute the overall sentiments of the tweets can be given as shown
in Equation (4).

AM∆TU,s =
1

n

n∑
i=1

∆T s =
ts1 + ts2 + · · ·+ tsn

n
(4)

The value of AMU,s
∆T is calculated by using different threshold values of

BujT from 0.9 to 1.0. Another important factor in bias calculation is to measure
which topics are affected by the biased users. This can be identified by analyz-
ing the tweets of biased users. In order to analyze the tweets of biased users,
the tweets of biased users are tokenized and frequency of each word appear in
those tweets is calculated that yields another setW = {w1, w2, w3, . . . , w|n|}
is a set containing words from biased user’s tweets. If a word is denoted by
wk, then the tweet containing word wk is denoted by twk. As a result, all the
tweets containing the word wk is denoted by Twk and the sentiment of all
such tweets can be computed as shown in Equation (5).

AMTw,s =
1

n

n∑
i=1

Twk =
tw,s1 + tw,s2 + · · ·+ tw,sn

n
(5)

After removing the tweets of the biased users from AMw,s
T , a new subset

of tweets is created called subset ∆Tw ⊂ T that contains all the tweets that
contains the word wk except those from biased users. So the sentiment score
of the subset is computed by the formula as shown in the Equation (6).

AM∆Tw,s =
1

n

n∑
i=1

∆Tw =
tw,s1 + tw,s2 + · · ·+ tw,sn

n
(6)

Equation (2) calculates the results of overall sentiments including biased
results, whereas Equation (4) computes the results of overall sentiments
without biased results. Equation (5) computes the result of the sentiments of
tweets that contains the word wk while Equation (6) computes the sentiments
of tweets that contains the word wk without the tweets of biased users.
In Table 1 presents the list and description of the symbols used in this
paper.
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Table 1 List and description of symbols used in the paper
Symbol Summary
T The set containing all tweets

U The set containing all users

W The set containing all words present in the tweets

TS The set containing all the sentiments of tweets

ti An arbitrary tweet ti ∈ T

tsi Sentiment of tweet ti ∈ TS

uj An arbitrary user uj ∈ U

wk An arbitrary word wk ∈ K

Tuj The tweets belong to uj

TU The tweets belong to all users

Twk The tweets containing wk

TU,s The sentiments of tweets belong to all users

Tuj,s Sentiments of all tweets belongs to uj

AMuj,s
T Arithmetic mean of Tuj,s

AMU,s
T Arithmetic mean of TU,s

AMw,s
T The Arithmetic mean of Twk

Buj
T Bias of Tuj

∆T s The set containing unbiased sentiments of tweets

T∆U,s The sentiments of tweets belong to unbiased users

AMU,s
∆T The Arithmetic mean of ∆T s

AMw,s
∆T The Arithmetic mean of ∆Tw

4 Results and Discussions

Twitter data set, used in this paper, is freely available for research purpose.2

The dataset contains 1.6 million tweets which are annotated with sentiment
values (0 for negative 2 for neutral and 4 for positive). In order to identify
the relationship between the users and tweets, the functional relationship is
analyzed through power regression model. IF T denotes tweets and U denotes
users then power regression is given as shown in Equation (7), when taken
natural log, the resultant equation is shown in Equation (8) and if ε is the error
term, then linear regression model, can be written as shown in Equation (9).

T = aUβ (7)

2https://www.kaggle.com/kazanova/sentiment140 retrieved on 01-04-2018

https://www.kaggle.com/kazanova/sentiment140


On Modelling for Bias-Aware Sentiment Analysis and Its Impact in Twitter 11

Table 2 Statistics of power regression analysis
Regression Statistics

Multiple R 0.979

R Square 0.958

Adjusted R Square 0.958

Standard Error 0.197

Observations 177

Table 3 Statistics between 2 regression variables
Lower Upper Lower Upper

Coefficients S.E t Stat P-value 95% 95% 95.0% 95.0%
5.25 0.02 248.37 0.00 5.20 5.29 5.20 5.29
−0.36 0.01 −63.76 0.00 −0.38 −0.35 −0.38 −0.35

lnT = ln a βlnU (8)

T ′ = a′ + βU ′ + ε (9)

The model shown in Equation (8) is the log-log regression model so now
if Equation (8) holds, then the value of y will be computed as shown in
Equation (10).

T = elnT = eβln Uδ = eβlnUeδ = (elnU )
β
eδ = eδUβ (10)

After calculating the relation between lnU and lnT through the help of
regression analysis, the output results are shown in Table 2.

The power law results show that the model is a good fit. Table 3 shows
the relationship between the 2 regression variables, Tweets and Users.

The relation between lnU and lnT is given as, lnT = 5.25+(−0.36)lnU .
Now in order to calculate the value when apply e to both sides of equation
the result can be given as shown in the Equation (11).

y = e5.25+(−0.36)lnx = e5.25x(−0.36)lnx

= EXP(5.25) ∗ x−0.36 = 190.566x−0.36 (11)

Figure 1 shows the log-log analysis between the user’s tweets. The chart
shows that there is a strong relationship between the users and the number of
posts. It shows that a huge amount of users has few tweets while few users
have a high number of tweets.

After extraction of users and their tweets, two types of analysis are
performed on the dataset. In the first part, micro-level analysis is performed
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Figure 1 Log-log analysis between users and posts.

Figure 2 Number of users with 50–150 posts in the dataset.

with the users with 50 to 150 tweets are analyzed for bias and the results are
computed only among those users. In the second part, macro-level analysis is
performed and SA results are computed on the whole dataset of 1.6 million
tweets and biased users are identified among the users with 30 and more
tweets.

4.1 Micro-level Analysis

During first analysis, the system is able to extract 825 users. This analysis
reveals the importance of bias and is carried out to show the effects of bias
in small datasets. The tweets of these users are equally distributed among
50–150 posts as shown in Figure 2.

For the micro-level analysis, During the first part, as the number of
users with 50–150 tweets are 825, the analysis of bias identification based
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Figure 3 Graphical representation of SA of the users.

upon these 825 users. The number of tweets shared by such users is 61,487.
Figure 3 shows the graphical representation of AMU,s

T of users with different
numbers of tweets. Tweets are spread across the graph that resembles that
users with different values of sentiments are present in the dataset. However,
there are many points on the edge of graph, i.e., many users with either SA
results near 4 or 0. This resembles that the number of biased users in the
data is quite huge. Another thing to note here is that the number of positive
sentiments looks on the higher side of the graph the reveal that the sentiments
are highly positive. Regarding biased users, one point to remember here is
that these biased users can be social bots, spammers or general biased users
who are negatively or positively biased. According to our assumptions, the
users with 100% biased opinions are social bots that are propagating their
agenda on the social media.

The distribution of user sentiment values in terms of AMU,s
T is shown in

Figure 4. There are many users in the dataset with sentimental value equal
to four. These users the most biased users in the selected data. Moreover,
there are more users with positive sentiments that resembles that the results
of AMU,s

T are highly positive.
After the model calculates the overall AMU,s

T , the resultant value is 2.541.
This shows that the user opinions in the dataset are on the positive side
because the value of 2.54 clearly resembles that peoples’ opinions are gener-
ally positive. On the other hand, when we move towards another perspective
of our analysis where the model calculates the AMU,s

∆T with different levels
of threshold so that we can analyze how the results are varying. Figure 3
reveals that majority of the users’ comments are on the positive side, thus
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Figure 4 Distribution of SA results in different groups.

Table 4 SA results with different bias threshold
Buj

T % AMU,s
∆T Number of Users Excluded Users

None 2.54 825 0

0.99 2.26 768 57

0.98 2.19 751 74

0.97 2.14 740 85

0.96 2.07 716 109

0.95 2.02 707 118

0.94 1.99 699 126

0.93 1.92 681 144

0.92 1.87 668 157

0.91 1.80 653 172

0.90 1.75 638 187

there are many users with positive biased comments. There are as many
as 57 users with 100% biased comments. That makes the analysis quite
interesting because having 57 users from 825 users with 100% bias is very
high. Therefore, in order to have a deep insight, the proposed model calculates
the results of AMU,s

∆T with different level of BujT threshold criteria. The results
of these calculations are shown in Table 4.

The result of AMU,s
T is 2.541, while after applying different threshold

values of BT the value of overall sentiment changes dramatically in the data.
With the value of BT set to 0.99, the value of average sentiment becomes
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Figure 5 Biased users in the dataset among users with 50–150 tweets.

Figure 6 Biased users’ distribution among users with 50–150 tweets.

2.26. This value changes from 2.26 to 1.75 with the threshold value of 0.90.
Among the other biased users, the most important biased users are the one
who have 100% similar sentiments as these are the most effective user and
have the highest impact upon the sentiment analysis result. Figure 4 shows
the identified biased users in the data.

In order to know the biased users better, Figure 6 shows the complete
distribution of frequency of biased users. According to the results, there are
57 users with 100% bias, whereas the value AMU,s

∆T become 2.26 that shows
that the impact of the users with 100% bias is the highest among the other
biased users. When BujT value set to 0.99 the model exclude 74 users and
AMU,s

∆T result become 2.19. Similarly, as the BujT threshold decreases, the
value of sentiment also decreases that shows that most of the biased users
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Figure 7 Biased vs unbiased users in the dataset.

positively biased. The model moves on to put the criteria of BujT as 0.97 and
value of AMU,s

∆T becomes 2.14 and identify 85 biased users. This shows that
the results of sentiments are changing slowly as the threshold decreases due to
the highest impact of the users with more biased tweets than others. When the
value of BujT is set to 0.9 the value of AMU,s

∆T become 1.75. The graph shows
that the impact of the users with low bias is much less than the users with
high bias.

The changes in sentiment values from 2.54 to 1.75 doesn’t only showing
the change in sentiment values, but it means that there is even a bigger
difference in terms of the meaning of the sentiment results. Originally, the
sentiment value is supposed to be on the higher positive side, but now
sentiments are said to be on the negative side. The biased users in the data are
shown in Figure 7. Interestingly, although the data contain many positively
biased users, there are some users that are negatively biased who mostly
express negative opinions in tweets.

4.2 Macro-level Analysis

In the second part of the analysis, the complete dataset is used for the analysis.
During this part, the users with a minimum of 30 tweets are analyzed for bias
because thirty tweets are enough to resemble the bias in the user’s tweets. This
part is further divided into four tiers in which T1 shows the tier of users with
50–150 tweets, T2 shows the tier of users with 50–549 tweets, T3 shows the
tier of users with 40–549 tweets and T4 shows the tier of users with 30–549
tweets. As a result, bias is analyzed by taking the users with different number
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Table 5 Sentiment analysis results over the whole data set with different tiers
Bias Sentiment Analysis Result No of Users Excluded No of Posts Excluded
Criteria T1 T2 T3 T4 T1 T2 T3 T4 T1 T2 T3 T4
None 1.998 1.998 1.998 1.998 0 0 0 0 0 0 0 0

99 1.986 1.985 1.982 1.976 57 62 104 171 17692 19568 25432 33792

98 1.984 1.983 1.979 1.974 74 79 121 188 21692 23568 29432 37908

97 1.982 1.980 1.974 1.967 85 92 154 242 25324 28572 37124 48272

96 1.979 1.977 1.971 1.963 109 117 180 289 29412 33504 42056 55420

95 1.977 1.974 1.968 1.959 118 127 205 314 32336 37436 47688 61168

94 1.976 1.973 1.966 1.956 126 135 215 343 34484 39584 50440 66228

93 1.973 1.970 1.962 1.951 144 153 244 401 38968 44068 56192 74832

92 1.971 1.968 1.959 1.947 157 167 269 434 42408 48100 61184 80924

91 1.969 1.964 1.955 1.942 172 185 291 473 46752 54384 68036 89492

90 1.967 1.962 1.953 1.938 187 200 314 528 49652 57284 71276 94676

of tweets so the impact can be determined more explicitly. Table 5 shows the
results of different tiers and bias criteria levels. When the value of AMU,s

T is
calculated for the complete dataset of 1.6 million tweets the value is 1.998.

Although the dataset contains tweets of different topics, the analysis
is performed on the complete dataset to reveal the difference in sentiment
results. Therefore, even a small amount of change in the result of sentiments
means that the difference on the lower level, for instance, topic level will be
quite huge. Moreover, the overall results reveal the general amount of biased
users and tweets in a twitter dataset and their impact on the overall sentiment
results. Although T1 contains a small number of group, i.e., 50–150, the
results show that the impact of this group is quite clear as with bias threshold
set to 90%, the value of AMU,s

∆T is 1.96. In T1, the number of omitted users
is 187 and the number of excluded posts from final results are 49652. This
shows that the impact of these users is very high because as shown in Table 5,
these are the important users in the dataset. Furthermore, as the highest
frequency of tweets by a user is 549, T2 is comprised of users with 50–549
tweets and when analyzed at a bias threshold of 90%, the value of AMU,s

∆T

become 1.962. As the actual value of AMU,s
T is 1.998, when the value of

AMU,s
∆T is calculated with bias threshold of 0.9 i.e., 90% for T4 i.e., users with

30 to 549 tweets, the result is 1.942. This shows that the results are clearly
changing when tweets from biased users are excluded from the dataset. This
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tier shows that the value of AMU,s
∆T is changed from 1.998 to 1.964 with only

200 users excluded from the final results. When the tweets of these users
are analyzed, these users are either social bots that are advertising particular
brands as all of their tweets are about particular websites or brands that they
are advertising or there are users with extreme levels of bias in their posts like
we extract a user who has 549 posts and all of their posts are negative. For
instance, the analysis from T1 and T2 are enough to support the assumptions,
further experiments are carried out for T3 and T4 to analyze the impact for
those users. During these analyses, although the number of identified users in
the 90% threshold is 314 and 528, the impact of these users is less than the
impact of the previously discussed users. Here one point to note is that this
change in sentiment is from both types of biased users, i.e., positively biased
users who always have positive opinions in their tweets and negatively biased
users who always have negative opinions in their posts but still the results
of AMU,s

T is decreasing due to the high number of positively biased users.
Although negatively and positively biased users are not separately analyzed
in this paper, the model extract 434 positively biased and 95 negatively biased
users in T4 with a bias threshold of 90%. This means, 80% users among the
biased users are positively biased and 20% users are negatively biased. As
a result, after calculating the value of AMU,s

T at each level, the SA result is
decreasing. This happens in this case, while the number of positively and
negatively biased users can vary for different data sets. Moreover, the dataset
used in this paper consist of data from numerous topics therefore it is not
possible to see which users are impacting what kinds of topics. In case of
a more specific dataset where dataset consists of tweets related to only one
topic positivity and negativity towards a specific topic can be analyzed in a
much better way.

For further analysis of the biased users and their impact on the sentiment
analysis results, the frequency of words used by the biased users in tweets is
calculated through the help of Equation (5). After calculating the frequency
of each word, all the tweets Twk are extracted that contains that the word wk.
For each of the Twk, value of AMw,s

T and AMw,s
∆T is calculated for different

threshold values of bias. Although topic based bias is not discussed in this
paper, the word based analysis helps in examining the overall sentiment of
tweets on the basis of different topics or words and can help in investigat-
ing the overall impact of the biased users and their tweets about diverse
topics. Figure 8 shows the change in sentiment analysis results for the words
‘followers’, ‘everyone’, ‘using’, and ‘question’.
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Figure 8 Changes in sentiment analysis results based on different words.

Figure 9 Changes in sentiment analysis results based on different words.

Some words are highly used by biased users, thus the change in senti-
mental value is quite high. In this example, the result tweets containing the
word ‘followers’ is 2.884 when computed with all the tweets. After removing
the tweets from biased users, the value of sentiment at the threshold of 90%
become 2.31. Similarly, different words are influenced differently, but the
example shown in Figure 8 shows the words where the sentiment value
changes a little bit. Likewise, Figure 9 shows another example of the key-
words ‘relieve’, ‘limit’, ‘train’, ‘pay’, ‘longest’, and ‘poem’. In this particular
case, the sentiment values of different words have a higher impact of bias as
the sentimental value of the word ‘relieve’ changes from 3.64 to a very low



20 A. Mahmood et al.

Table 6 Changes in sentiment analysis results for 20 randomly selected words
Word B100 B99 B98 B97 B96 B95 B94 B93 B92 B91 B90 Diff
relieve 3.640 2.154 2.154 2.154 2.154 2.154 2.154 2.154 2.154 2.154 2.154 1.486

limit 2.509 1.438 1.438 1.430 1.423 1.423 1.423 1.423 1.423 1.415 1.415 1.094

train 2.623 1.625 1.625 1.622 1.620 1.620 1.618 1.617 1.615 1.615 1.615 1.009

pay 2.518 1.696 1.696 1.694 1.689 1.688 1.688 1.688 1.685 1.685 1.682 0.837

longest 2.065 1.358 1.358 1.358 1.358 1.358 1.358 1.358 1.358 1.358 1.358 0.706

included 3.131 2.453 2.453 2.453 2.443 2.443 2.443 2.459 2.449 2.428 2.428 0.703

poem 3.294 2.612 2.612 2.600 2.600 2.600 2.600 2.610 2.610 2.610 2.610 0.684

using 2.736 2.124 2.124 2.122 2.118 2.119 2.118 2.116 2.112 2.111 2.109 0.626

followers 2.884 2.330 2.329 2.328 2.325 2.323 2.322 2.321 2.319 2.317 2.314 0.570

money 1.475 1.472 1.472 1.420 1.417 1.417 1.417 1.416 1.415 1.415 1.413 0.062

typical 2.116 2.094 2.094 2.086 2.079 2.071 2.071 2.063 2.056 2.056 2.056 0.060

thinking 1.992 1.950 1.949 1.948 1.943 1.941 1.940 1.936 1.936 1.936 1.933 0.059

accept 1.616 1.610 1.610 1.608 1.596 1.590 1.590 1.584 1.577 1.571 1.558 0.058

world 2.399 2.352 2.352 2.351 2.348 2.348 2.346 2.345 2.344 2.343 2.342 0.057

site 2.160 2.116 2.116 2.116 2.115 2.111 2.111 2.109 2.108 2.107 2.105 0.055

love 2.956 2.953 2.952 2.950 2.948 2.947 2.945 2.945 2.945 2.944 2.944 0.012

value of 2.15. The figure also shows the change in sentiment values of other
words. Like the sentiment score of word ‘poem’ changes from 3.2 to 2.6. As
the foremost focus in this paper is towards identifying biased users instead
of topic based bias, therefore, the analysis of the words is more focused
on change in the sentiment value than the subjective analysis. Moreover, as
the dataset contains tweets about different topics, topic based bias can’t be
focused in this particular data set.

Table 6 shows randomly selected 20 different words and the change in
their sentiment results with different threshold values of bias. One point to
note here is that all these results are shown on the basis of T4 i.e., users with
30 to 549 analyzed for bias and results are generated from the whole data set.

The analysis shows that there exist many biased users on Twitter that
can change the result of overall sentiment analysis of a particular data set.
These biased users are present at different levels in the dataset among which
the users with more tweets are the most important biased users and have
much higher impact on the overall sentiment results. We analyze the bias
of different levels of users with different angles and their impact on the
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sentiment analysis results. These biased users be extracted and omitted from
the sentiment results by using the proposed method. A more specific dataset
can have a higher impact of bias in the results of sentiments.

Conclusion

According to our findings, the spammers and social bots shape the senti-
ments of any dataset due to their excessive similar tweets which results in
changing the overall sentiments of a particular dataset. These users can be
easily identified and removed from any dataset before performing sentiment
analysis. We identify the changes of bias in twitter and explained the reasons
in detail. The results show that the biased users can change the course of any
sentiment analysis and can have a very impact in the topic-based sentiment
analysis. It also shows that the words used by biased users can help in
further investigation of the impact of these biased users in the whole data set.
Moreover, if we analyze the features of these biased users, we can identify the
reasons of these biased tweets also it can help in distinguishing between the
actual users and social bots among these biased users. In the future, we aim
to use a topic specific dataset with more users and tweets so we can compute
the sentiments and bias on the basis of topics. We also aim to extend our bias
finding model to find the bias of the users with respect to each topic so their
bias doesn’t affect the sentiments of a particular topic.
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